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Abstract

Echo state networks (ESNs) are a novel approach to recurrent neural network training with
the advantage of a very simple and linear learning algorithm. They can in theory approxi-
mate arbitrary nonlinear dynamical system with arbitrary precision (universal approximation
property), have an inherent temporal processing capability, and are therefore a very powerful en-
hancement of linear blackbox modeling techniques in nonlinear domain. It was demonstrated on
a number of benchmark tasks, that echo state networks outperform other methods for nonlinear
dynamical modeling.

This thesis suggests two enhancements of the original network model. First, the previously
proposed idea of filters in neurons is extended to arbitrary infinite impulse response (IIR) filter
neurons and the ability of such networks to learn multiple attractors is demonstrated. Second,
a delay&sum readout is introduced, which adds trainable delays in the synaptic connections of
output neurons and therefore vastly improves the memory capacity of echo state networks. It
is shown in benchmark tasks that this new structure is able to outperform standard ESNs and
other models, moreover no other comparable method for sparse nonlinear system identification
with long-term dependencies could be found in literature.

Finally real-world applications in the context of audio signal processing are presented and
compared to state-of-the-art alternative methods. The first example is a nonlinear system identi-
fication task of a tube amplifier and afterwards ESNs are trained for nonlinear audio prediction,
as necessary in audio restoration or in the wireless transmission of audio where dropouts may
occur. Furthermore an efficient and open source C+-+ library for echo state networks was
developed and is briefly presented.






Kurzfassung

Echo State Networks (ESNs) sind eine neueartige Form von Rekurrenten Kiinstlichen Neuro-
nalen Netzen und besitzen einen besonders einfachen und linearen Lernalgorithmus. Theoretisch
sind sie fihig, jedes nichtlineare dynamische System mit beliebiger Genauigkeit zu approximieren
(Universal Approximation Property) und sind somit eine sehr leistungsstarke Erweiterung von
linearen Black-Box Techniken. In mehreren Benchmark-Tests wurde demonstriert, dass Echo
State Networks anderen Methoden zur Modellierung von nichtlinearen dynamischen Systemen
oft weit iiberlegen sind.

Diese Diplomarbeit schlagt zwei mogliche Erweiterungen des Netzwerkmodells vor. Erstens
wird die bereits vorgestellte Idee von Filtern in den Neuronen erweitert zu allgemeineren Infinite
Impulse Response (IIR) Filterneuronen und die Féhigkeit solcher Netzwerke mehrere Attrakto-
ren gleichzeitig zu lernen wird demonstriert. Zweitens wird ein Delay&Sum Readout eingefiihrt,
welcher lernbare Verzogerungen in den synaptischen Verbindungen der Ausgansneuronen hin-
zufiigt und somit die Speicherkapazitéit von Echo State Networks stark verbessert. An einigen
vielverwendeten Benchmark-Tests wird demonstriert, dass diese neue Struktur in der Lage ist
Standard-ESNs und andere Modelle zu {iberbieten.

Schliefflich werden praktische Anwendungen aus dem Bereich der Audio-Signalverarbeitung
prasentiert und mit alternativen Methoden verglichen. Im ersten Beispiel handelt es sich dabei
um eine nichtlineare Systemidentifikation von analogen Rohrenverstédrkern und danach werden
ESNs zur nichtlinearen Audiopradiktion verwenden, wie es bei Aussetzern in der Funkiibertragung
oder in der Restauration von alten Musikaufnahmen erforderlich ist. Zudem wurde eine effiziente
und freie (open source) C++ Bibliothek fiir Echo State Networks implementiert, welche kurz
vorgestellt wird.
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Chapter 1

Introduction

Signal processing algorithms try to handle complex datastreams observed in the environment.
Most of the classical signal processing methods, which resulted in numerous essential applications
and are indispensable to life today, are founded on three basic assumptions: linearity, stationarity
and second-order statistics with emphasis on Gaussianity (Haykin [1996]). These assumptions
are made for the sake of mathematical tractability. Nevertheless are most or maybe all the
physical signals that one has to deal with in real life generated by dynamic processes which are
simultaneously nonlinear, nonstationary and non-Gaussian. If one wishes to simulate, predict,
filter, classify or control nonlinear dynamical systems, one needs an executable system model and
often it is infeasible to obtain analytical models, so one has to use blackbox modeling techniques.

The most powerful computational system we know of is the brain. It consists of billions of
recurrently connected neurons and enables living beings to learn, memorize and navigate in a
nonstationary, complex world. Inspired by biological neural networks McCulloch and Pitts [1943]
introduced the idea of an artificial neural network with simple threshold units (perceptrons).
Up to now numerous neuron types and network structures have been proposed and analyzed.
One of the most common structure is the feedforward neural network, which consists of multiple
neuron layers without recurrent connections. A more complex architecture is called recurrent
neural network (RNN), which has at least one cyclic path of synaptic connections. Mathemat-
ically RNNs implement dynamical systems and can in theory approximate arbitrary nonlinear
dynamical system with arbitrary precision (universal approximation property, Siegelmann and
Sontag [1991]), they are also able to (re)produce temporal patterns. However, recurrent neu-
ral networks are very hard to train and a number of specialized learning algorithms exist in
literature, but usually they are difficult to use and lead to suboptimal solutions. A new and
surprisingly easy to use network structure for RNNs was discovered independently in Jaeger
[2001], who called these RNNs echo state networks (ESN), and in Maass et al. [2002], who
developed a similar approach for spiking neural networks and called the structure liquid state
machine (LSM). Both methods are subsummed under the more general term reservoir computing
(Verstraeten et al. [2007a]).

Classical approaches for nonlinear signal processing consists of designing specific algorithms
for specific problems (for instance median and bilinear filters, special Volterra filter structures,
polynomial filters, functional links, ... see Uncini [2003]). Therefore reservoir computing tech-
niques could extend and generalize currently used linear methods in nonlinear domain, resulting
in a tool which is not designed for only one specific application but can be trained and adapted
to many practical problems.



2 1. Introduction

1.1 Reservoir Computing

Reservoir computing is a term for recently emerged supervised learning techniques for recurrent
neural networks. Its main representatives are echo state networks (Jaeger [2001]), liquid state
machines (Maass et al. [2002]) and a few other models like backpropagation decorrelation (Steil
[2004]). The common idea is that input signals are fed into a fixed, random dynamical system,
called dynamic reservoir or liquid, which is composed of recurrently connected neurons, and
only output connections, the readout, are trainable. Most implementations of the liquid state
machine use a spiking neuron model called leaky integrate and fire (LIF) neuron (Maass and
Bishop [2001]), whereas echo state networks are composed out of analog neurons, for instance
linear, sigmoid or leaky integrator units. The function of the reservoir can be compared to that
of the kernel in support vector machines (Cristianini and Shawe-Taylor [2000]): input signals
drive the nonlinear reservoir and produce a high-dimensional dynamical “echo response”, which
is used as a non-orthogonal basis to reconstruct the desired outputs by a linear combination.
This strategy has the advantage that the recurrent network is fixed and simple offline or online
algorithms for linear regression can compute the output weights, therefore training cannot get
stuck in local minima of the mean squared error function.

On a first view it might look that a fixed reservoir must not work satisfactorily. However,
Schiller and Steil [2005] showed that also in traditional training methods for RNNs, where all
weights are adapted, the dominant changes are in the output weights. It was also demonstrated
on a number of benchmark tasks (for instance Jaeger and Hass [2004]), that reservoir comput-
ing methods outperform other methods for nonlinear dynamical modeling in many applications.
Furthermore classical RNN learning algorithms adapt the connections by some sort of gradi-
ent descent, which renders them slow, is biologically implausible and convergence cannot be
guaranteed.

Reservoir computing belongs to the family of computational methods with a clear biologi-
cal footing (Jaeger et al. [2007a]) and a related mechanism has been investigated in cognitive
neuroscience by Dominey [1995] in the context of modelling sequence processing in mammalian
brains, especially speech recognition in humans. Moreover it was shown in Maass et al. [2002]
and Maass et al. [2007] that reservoir computing techniques have a universal computation and
approximation property and can realize every nonlinear filter with bounded memory arbitrarily
well. Altogether they offer an attractive method for solving complicated engineering and espe-
cially signal processing tasks. In the rest of this thesis the discussion will be restricted to echo
state networks, because applications with analog inputs and analog outputs will be considered.

1.2 Extensions to the Model

The analysis of two problems with echo state networks is the main contribution of this work.
Reservoir neurons are connected to each other, therefore their states are coupled and it is not
possible to learn multiple attractors or oscillators with one network. For instance a standard
nonlinear ESN cannot be a generator for a sum of multiple sines at different frequencies. While
additive superpositions of sines are easy to handle in a linear systems view, nonlinear systems do
not lend themeselves to noninterfering additive couplings and a number of unwanted dynamic
side effects can happen (Jaeger et al. [2007b]). If reservoir neurons have additional build in filters,
“specialized” neurons tuned to different frequencies can emerge and more diverse echoes, which
are able to model multiple attractors, will evolve because not all neurons are coupled. Wustlich
and Siewert [2007] introduced the idea of filter neurons as an extension and combination of ESNs
with leaky-integrator units, here this idea is extended to an arbitrary order infinite impulse



1.3. Audio Signal Processing Examples 3

response (IIR) filter neuron (chapter 3), which allows to reuse commonly known structures from
filter theory.

A second problem is the memory capacity of ESNs, how many data points from the past are
actually relevant for the computation of the current outputs. It was shown in Jaeger [2002a]
that the memory capacity is restricted by the reservoir size. Especially in signal processing
applications, which often use very high sampling rates, this would imply that one has to deal with
very big reservoirs (> 100000 neurons, consider for instance an acoustic echo cancellation task),
which is not trivial to implement on current computers. In chapter 4 an alternative approach
to handle long-term dependencies is introduced, which adds trainable delays in the synaptic
connections of readout neurons. The method was inspired by the delay&sum beamformer as used
in acoustical multiple-input multiple-output (MIMO) signal processing with microphone arrays
(for instance Y.Huang et al. [2006]) and is therefore named delay&sum readout. Compared to
standard echo state networks, where only weights of the readout are adjusted in training, a
learning algorithm is introduced which modifies delays and weights of the delay&sum readout.
Viewed from a biological perspective, also axons insert delays in connections between neurons.
Although axonal transmission delays do not vary continually in the brain, a wide range of delay
values have been observed (Paugam-Moisy et al. [2008]). Neuroscience experiments in Swadlow
[1985] give also evidence to the variability of transmission delay values from 0.1 to 44 ms, see
also Bringuier et al. [1999] for a more recent investigation.

The introduction of delays makes it possible to shift reservoir signals in time and is a compu-
tationally cheap method to vastly improve the memory capacity, furthermore it boosts also the
performance of ESNs trained as a generator, where long-term dependencies are not important.
Simulations in chapter 5 show that also in chaotic timeseries prediction (Mackey-Glass System),
where ESNs vastly outperformed all other techniques for nonlinear system modeling (Jaeger
and Hass [2004]), a delay&sum readout is still able to improve the results. Moreover no other
method with comparable performance for sparse nonlinear system identification (section 5.3) of
higher order systems could be found.

1.3 Audio Signal Processing Examples

Nonlinear signal processing with neural networks has already been investigated in Haykin [1996],
Kung [1997], Feldkamp and Puskorius [1998] or Uncini [2003]. Most of them used feedforward
structures, but some also tried to model more complex systems with recurrent neural networks
or other very special structures. Echo state networks could be seen as an unification of those
investigations, which are very powerful, can cope with all the studied tasks, and are most of the
time much easier to use.

Two main signal processing problems are addressed with nonlinear systems: system identification
tasks and time series forecasting. Chapter 6 analyzes echo state networks for both problems
and compares the result to state-of-the-art alternative models in the context of audio signal
processing. A third big area of applications would be classification (music information retrieval,
speech recognition, etc.), which is not studied in this thesis. Especially for real-world problems
the delay&sum readout and filter neurons vastly improved the performance.

With the introduction of digital methods in music reproduction the first major effort was
to eliminate a number of technical artifacts produced by traditional analog audio systems so
far (Schattschneider and Zoelzer [1999]). Today, decades later, it seems desirable to bring some
nonlinearities of the old equipment back into the all digital processing systems, because of their
perceptible characteristic distorsions. Tube amplifiers are one example of nonlinear systems,
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which are still used today because of the “warmth” and “dirt” of its sound. Volterra series
were utilized in literature to simulate tubes on digital computers (Helie [2006]), but usually
only second or third-order systems with special methods for complexity reduction performed
exceptable. Simulations in chapter 6 show that echo state networks are an easy to use alternative
tool for blackbox modeling of nonlinear devices and that they are able to outperform plain
Volterra systems. Furthermore it was demonstrated in Maass and Sontag [2000], that neural
networks with time delays are able to approximate all filters that can be characterized by Volterra
series.

Nonlinear audio prediction is the second example studied here, where one tries to forecast
future samples out of a given history horizon. Such methods are necessary for instance in au-
dio restoration, whenever a sequence of consecutive samples is missing, when impulsive noise
appears, or in the wireless transmission of digital signals where short dropouts can occur. Com-
mon methods try to model missing data with an autoregressive process (Godsill and Rayner
[1997]), with the main drawback of a big model order when filling long dropouts, or use several
forms of pattern matching algorithms (see for instance Goodman et al. [1986], Wasem et al.
[1988] or Niedzwiecki and Cisowski [2001]), where additional knowledge like pitch information
or zero crossing rates are used to fill gaps. Echo state networks are compared to different pattern
matching algorithms and a linear autoregressive model and were able to outperform all studied
methods in a short-term prediction task.

1.4 Thesis Outline

The contents of this thesis is organized in seven chapters. In the current one a general introduc-
tion into the field of reservoir computing and its possible applications was given and afterwards
chapter 2 will continue with a more detailed analysis of echo state networks. The basic online
and offline learning algorithms, additional nonlinear transformations, short term memory effects
and leaky integrator neuron models are discussed. In chapter 3 leaky integrator units are ex-
tended to simple band-pass neurons, afterwards to general ITR-filter neurons and possible filter
structures are shown. Next the delay&sum readout is introduced in chapter 4 with on overview
of general time delay estimation techniques and finally two possible delay learning algorithms
are presented.

Three synthetic simulations, which demonstrate the usefulness of filter neurons and a de-
lay&sum readout, are analyzed in chapter 5. The first is a multiple superimposed oscillations
task, where filter neurons are mandatory, the second is a common benchmark task, the Mackey-
Glass system, and finally the strength of a delay&sum readout is presented in a sparse nonlinear
system identification task with long-term dependencies. Real-world audio signal processing ex-
amples in the area of system identification (tube amplifier) and audio prediction are discussed
and compared to alternative methods in chapter 6. Finally chapter 7 gives a conclusion, some
practical hints on when and how one should use the proposed model extensions and possible
ideas for future work. A short overview of the implemented open source C++ library for echo
state networks, called aureservoir, is presented in appendix A.



Chapter 2

Introduction to Echo State Networks

Echo state networks (ESNs), as introduced in Jaeger [2001], are a special kind of recurrent
neural networks (RNNs) with a very simple training algorithm. Usually a large, sparsely con-
nected RNN is used as a “dynamic reservoir”, which can be excited by inputs and feedback
of the outputs. The big advantage of ESNs is that the connection weights of the reservoir are
not changed by training and only weights from the reservoir to the output units are adapted,
therefore training becomes a simple linear regression task as shown in figure 2.1.
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Figure 2.1: In this example an ESN is trained as a tuneable sinewave generator. Solid
arrows indicate fixed, random connections and dotted arrows trainable connec-
tions. [ Image extracted from Jaeger [2007a] |

Difficulties with existing algorithms have so far precluded supervised training techniques for
RNNs from widespread use. Unlike with feedforward neural networks, several types of training
algorithms are known for RNNs with no clear winner (for example backpropagation through
time, real-time recurrent learning, extended kalman filtering approaches, ... see Jaeger [2002b])
and usually these algorithms have a slow convergence and can lead to suboptimal solutions.
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Therefore echo state networks are a new, promising technique in supervised training of RNNs.
A comparison between a traditional RNN approach and the echo state approach is shown in
figure 2.2.

A teacher
. d(n)
input output
neuror, neuron
36 550
u(n) y(n)

error d(n)-y(n)

teacher
d(n)

Figure 2.2: A: Schema of previous approaches to RNN training, all weights are adapted.
B: ESN approach, where usually more neurons are used in the dynamic reservoir
and only the output weights are adapted. [ Image extracted from Jaeger and
Hass [2004] ]

This chapter will introduce in section 2.1 the notation and basic network state update equa-
tions, section 2.2 shows how to initialize echo state networks and which properties they must
fulfill and section 2.3 presents online and offline training algorithms. Furthermore it is demon-
strated in section 2.4 how to increase the modeling power for hard nonlinear tasks with additional
nonlinear transformations, the short term memory of ESNs is analyzed in section 2.5 and finally
an alternative, leaky integrator neuron type will be introduced in section 2.6.

2.1 Notation and Activation Update

Echo state networks are able to model nonlinear multiple-input, multiple-output (MIMO) sys-
tems. They can be used with output feedback, where the outputs of the network are fed back as
additional inputs, which makes it possible to train ESNs as oscillators or generators. The term
“generator mode” is used for ESNs which are trained to be a generator of a signal (here output
feedback is mandatory) and the term “filter mode” for ESNs which are driven by input signals
(output feedback is not necessary). Figure 2.3 shows a single-input, single-output (SISO) ESN
without feedback connections, as it is quite common in signal processing, and a more general
multiple-input, multiple-output (MIMO) ESN.

Consider an ESN with L inputs, M outputs and a dynamic reservoir with N internal network
units. At time n = 1,2, ..., Nypq, the input vector is u(n) and the output y(n). The activations of
internal units (neurons in the reservoir) are collected in a N x 1 vector x(n) = (z1(n),...,xn(n))
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Figure 2.3: Left image is a single-input, single-output ESN without feedback connections,
the trainable output weights are dashed arrows. The right image shows a more
general multiple-input, multiple-output ESN, where dashed arrows indicate con-
nections that are possible but not required (like output feedback). [ Images
extracted from Jaeger [2003] and Jaeger [2001] ]

and internal connection weights in a N x N matrix W, weights of input connections in a L x N
matrix W, feedback weights in a M x N matrix W/® and output weights in a (N + L) x M
matrix W% (input and network to output connections, are the dotted lines in figure 2.3).

The activations of neurons in the dynamic reservoir are updated according to
x(n+1) = f(Wx(n) + Wu(n + 1) + Wy (n) + v(n+ 1)) (2.1)

where v(n + 1) is a small noise term and f is the nonlinear activation function of the dynamic
reservoir, for example tanh.

After the internal states, the outputs can be computed with
y(n+1) = g(W*[x(n +1);u(n +1)]) (2.2)

where g is again a linear or nonlinear activation function and [x(n + 1);u(n + 1)] means a serial
concatenation of the internal state and input vector.

2.2 Network Creation and Echo State Property

In order to be able to model nonlinear fading memory systems echo state networks must have
specific properties. Under certain conditions the network states become asymptotically inde-
pendent of initial conditions and depend only on input history, which is called the “echo state
property” as defined in Jaeger [2001]. This means that if the network has been run for a long
time, the current network state is uniquely determined by the history of input and output
feedback signals and is independent of an initial state vector x(n).

The echo state property is solely determined by the reservoir weights W, W and W/ of
the untrained network, with the requirement that an input sequence u(n) comes from a compact
interval U and a desired output teacher signal d(n) from a compact interval D. Unfortunately
there is no known necessary and sufficient algebraic condition for the echo state property, but
there exists a sufficient condition for the non-existence of echo states in Jaeger [2002b]:

“Assume an untrained network (Wm, W, w/ b) with state updates according to
equation 2.1 with transfer functions tanh. Let W have a spectral radius |Amaz| > 1,
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where A4, is the largest absolute value of an eigenvalue of W. Then the network
has no echo states with respect to any input/output interval U x D containing the
zero input/output (0,0).”

However, in practice it was consistently found (Jaeger [2002b]), that if the previous proposi-
tion is NOT satisfied, one will have the echo state property. Therefore the following procedure
can be used for initializing an echo state network:

e W is a sparse matrix and randomly generated from a uniform distribution over [—1,1].

e W is then normalized to the spectral radius o < 1 by scaling W with «/ |Anaz|, where
Amaz 18 the largest absolute value of an eigenvalue of W.

e Now the untrained network (Wm, W, W/ b) has the echo state property, regardless of how
W™ and W/ are chosen.

The spectral radius « is a crucial parameter for the eventual success of an ESN. A small «
means that the echoes in the dynamic reservoir will die out early and is suited to model fast
signals, whereas a large spectral radius results in a longer short term memory of the reservoir
and is useful for slower signals. A more detailed analysis of the short term memory of echo state
networks can be found in section 2.5.

2.3 Training Algorithms

A training algorithm collects the internal state vector x(n) over time and tries to compute an
optimal mapping from it to a desired output or teacher signal y,.,.,(n). Finding the right
mapping is a linear regression task and if a mean square error is used the regression algorithm
will find a global minimum of this error function, which is one of the main advantages of echo
state networks. Commonly known online and offline linear regression algorithms can be used
for this task.

2.3.1 Offline Training Algorithm

As demonstrated in Jaeger [2001] one tries to compute the output weights W% such that the
mean squared training error M S Ejqipn 1S minimized.

The error €44in(n) at the current timestep is the difference between a target signal y,.,., (1)
and the network output

€train(n) = gil(y}each (n)) — we [x(n); Wreacn(n)]

where the effect of an output nonlinearity is undone by g~!.

Now the output weights W% are determined such that €.qi,(n) is minimized in a mean
square error (MSE) sense

Nmax

1
MSEtram = Z etrain(n)2

max — Mmin N=Tomin
where 1,4, is the number of training examples and 7,4, is an initial washout time. Due to the
echo state property the dynamic reservoir needs some time until the effects of initial transients
are washed out and these initial samples should not be considered when calculating the output
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weights.

In an offline training algorithm, based on the pseudo-inverse, the following steps calculate
optimal output weights W°ut:

1.

6.

Consider an ESN with L inputs, M outputs and a dynamic reservoir with N internal
network units.

. Init reservoir matrix W as discussed in section 2.2 and run the ESN with a teaching input

signal Wgeqen(n).

. Dismiss data from initial transients where n < n,,;, and collect the remaining input and

network states (Useqen(n), x(n)) for each timestep row-wise into a (nmaz — Mmin) X (N + L)
matrix S.

. Collect target signals g7 (y;00en (7)) for each output neuron and timestep into a (M,4z —

Nmin) X M matrix T.

. Compute pseudo-inverse St and put

weut = (8TT)T (2.3)
where (.)T denotes the pseudo-inverse and (.)T the transposition of a matrix.

The ESN is now trained and can be used.

Alternatively the following algorithms can be considered in step 5 instead of the pseudo-inverse:

e Wiener-Hopf solution (see Jaeger [2007a]):

wout — (R7IP)T (2.4)

where R = STS is the correlation matrix of the network states and P = STT the cross-
correlation matrix of states and desired outputs.

The Wiener-Hopf solution is in principle equivalent to the pseudo-inverse solution, but
is faster to compute, especially if n,q. is large. However, when R is ill-conditioned the
solution can become numerically unstable while this is no problem with the pseudo-inverse
method.

Tikhonov regularization, ridge regression (see Jaeger et al. [2007b]):
WUt = ((STS + o) ~!1STT)T (2.5)

where I is the identity matrix and « an additional regularization parameter, called Tikhonov
factor.

This algorithm tries to get the output weights as small as possible. If the regularization
factor a = 0 it will be equivalent to the standard Wiener-Hopf solution and the higher «,
the stronger is the smoothing/regularization effect.

Additionally the noise term v in the state update equation 2.1 can be used as regularization
during training. With a high noise term the output weights W% will become smaller, resulting
in a more stable network. Especially when an ESN is trained to be a generator problems can
occur and regularization is necessary.
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2.3.2 Online Training Algorithm

Standard algorithms for mean square error minimization known from adaptive linear signal pro-
cessing, like the least mean squares (LMS) and recursive least squares (RLS) algorithm (Farhang-
Boroujeny [1998]), can be applied to online ESN estimation. However, there are problems with
the rate of convergence of an LMS algorithm. As noted in Jaeger [2007b] the convergence speed
of an LMS algorithm depends on the ratio of largest and smallest absolute eigenvalue of the
input signal correlation matrix, which is called spectral spread. In an ESN context this means
that LMS is only useful if the correlation matrix of the reservoir signals x(n) have a low spectral
spread, which is unfortunately not the case. With randomly created recurrent reservoirs the
spectral spread is typically 10'? and higher, which precludes the use of an LMS algorithm for
an online calculation of readout weights.

Therefore the RLS algorithm, which is widely used in adaptive signal processing when fast
convergence is of prime importance, was used in Jaeger [2003]. The RLS convergence is in-
dependent of the spectral spread of input signals, but it has a quadratic update complexity
(compared to reservoir size) and can become numerically instable. Various implementations of
this algorithm (plain version, fast version, ...) exists and in Jaeger [2003] or Jaeger and Hass
[2004] a plain version was used as summarized in table 12.1 of Farhang-Boroujeny [1998] or in
the appendix of Jaeger and Hass [2004]. However, it would be also possible to utilize the fast
RLS as introduced in chapter 13 of Farhang-Boroujeny [1998].

Given an open-ended, non-stationary training sequence, the training algorithm should deter-
mine an augmented vector W°%(n) at each timestep. Therefore the RLS algorithm minimizes
the square error

Z )\nik(gil(yteach(kj)) - gil(y[n] (k)))2
k=1

where A\ < 1 is a forgetting factor, g~! is the inverse of the output nonlinearity and y[n](k}) is

the model output that would be obtained at time k if the network with the current W% (n)
would have been used at all timesteps k =1, ..., n.

Two parameters characterize the tracking performance of an RLS algorithm. The misad-
justment M gives the ratio between the excess MSE incurred by the adaptation process and the
optimal MSE that would be obtained with offline training. The time constant 7 determines the
exponent of the MSE convergence e~"/7. For instance 7 = 200 would result in an excess MSE
reduction by 1/e each 200 steps. These parameters are related to the forgetting factor A and
the length of the tap-vector N (= length of W°!) with the equations

1—A
14+
1
TR ——
1-A

Important for the RLS algorithm stability is the noise term v in the state update equation
2.1. When using no noise in training the output weights grow very high and the RLS algorithm
enters a region where it becomes numerically unstable.

2.4 Additional Nonlinear Transformations

The modeling power of an ESN grows with network size. However, for hard nonlinear tasks
a cheaper way to increase the power is to use additional nonlinear transformations of network
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states x(n) as shown in Jaeger [2003]. This can be done by extending the internal state vector
x(n) and inputs u(n) with additional squared states:

Xsquare(N) = (x1(n), ...,z N (R), z3(n),...,xa(n))

Usquare(n) = (u1(n), ..., ur(n), u%(n), . u%(n))

where N is the number of neurons in the reservoir and L the number of inputs. With M outputs
the trainable output weight vector W2  must be of size (2N + 2L) x M and the network

square
state update equations are similar to equation 2.1 and 2.2

x(n+1) = f(Wx(n) + Wmu(n + 1) + W/ly(n) + v(n + 1)) (2.6)

y(n+1) = g(ng{fme [Xsquare(n + 1); Usquare(n + 1)]). (2.7)

The learning procedure remains linear and can be done as in section 2.3:

1. Init reservoir matrix W with spectral radius a < 1 and run the ESN with a teaching input
signal Useqcn (TL)

2. Dismiss data from initial transients where n < n,,;, and collect the remaining input
and network squared states (Weeach,square (1), Xsquare(n)) for each timestep row-wise into a
(Nmaz — Mmin) X (2N + 2L) matrix S.

3. Collect target signals ¢~ (¥;eqen (1)) for each output neuron and timestep into a (nmer —
Nmin) X M matrix T.

4. Compute pseudo-inverse ST and put

Wl e = (STT)T

square
or alternatively use any other online or offline training algorithm from section 2.3.

5. The ESN is now trained and can be used.

2.5 Short Term Memory Effects

When processing time series the impact of data from the past is important, which is called short
term memory in an ESN context. A limit of the short term memory can be found by analyzing
how many of the previous input and output arguments (u(n — k),y(n — k — 1)) are actually
relevant for the computation of the current state vector x(n). Especially for many tasks in audio
signal processing, where a high sampling rate is used, it is very important that the short term
memory is as long as possible.

In Jaeger [2002a] and Jaeger [2002b] the short term memory capability of an ESN is measured
with a simple delay learning task. The input u(n) is a white noise signal and the output is the
input signal delayed by k samples. Now k£ = 1,2, ... is increased as long as it is possible to train
the target signal yieqcn(n) = u(n — k) with an echo state network without feedback connections
W/, To measure the correspondence of the correctly delayed target signal yseqcn(n) = u(n — k)
and the network output yi(n) at delay k the squared correlation coefficient r2(u(n — k), yr(n))
is calculated. A value of r2(u(n — k), yx(n)) = 1 would mean perfect correlation and r2(u(n —
k),yr(n)) = 0 a complete loss of correlation between u(n — k) and yi(n).
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By summing up the squared correlation coefficients r? over all delays k = 1,2, ..., 00 one gets
the memory capacity MC of a network as defined in Jaeger [2002a] with

MC = ZTQ(’LL(TL — k), yr(n)). (2.8)
k=1

It was proven in that paper that for an ESN whose dynamic reservoir has N nodes, the maximal
possible memory capacity M C' is bounded by N

MC <N

and furthermore that networks with linear activation functions in the dynamic reservoir have a
memory capacity

MC = N.

When plotting the squared correlation coefficient 72 against the delay k the forgetting curve
is obtained. Figure 2.4 shows forgetting curves for different ESN setups with 400 neurons in the
reservoir and some interesting phenomenas can be observed:

e Linear networks should have a memory capacity M C' = N. However, curve A in figure 2.4
shows a M C' of about 120 only and not of 400. According to Jaeger [2002b] this is due to
rounding errors in the network update.

e Curve B was created in the same way as A, but with tanh activation functions in the
reservoir and therefore the memory capacity is lower. In general one can say that the more
nonlinear a network is, the lower its memory capacity. Additionally the input weights are
important in tanh networks, if they are very big the signals will be in the very nonlinear
region of the tanh activation functions and therefore lowering the memory capacity.

e Curve C and D are like A and B, but with an additional noise term between [—0.01,0.01]
in the state update equation. Surprisingly the effect of a small noise term is quite strong
and the memory capacity is much lower.

In Jaeger [2002a] a more detailed analysis of the influence of noise and rounding errors on
the memory capacity can be found, which comes to the conclusion that by using an “almost”
unitary weight matrix W in the reservoir, these effects are not that dramatic. Such a matrix
W can be created by replacing the singular value diagonal matrix in the SVD (singular value
decomposition) of a randomly created weight matrix by the identity matrix. Afterwards this
matrix must be scaled by a factor ¢ slightly smaller than 1, otherwise the echo state property
won’t be fulfilled.

Figure 2.5 shows plots of a 400 unit ESN with linear activation functions and an almost
unitary weight matrix:

e The network of curve A uses a scaling factor ¢ = 0.98 and one can see that the maximum
possible memory capacity of 400 is almost obtained.

e By adding a noise term between [—0.01,0.01] in the state update equation in training and
testing, as shown in curve B of figure 2.5, the memory capacity decreases again but by far
not as dramatically as in figure 2.4.
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Figure 2.4: Forgetting curves for a 400 unit ESN: A: randomly created linear reservoir; B:
randomly created reservoir with tanh activation functions; C: like A, but with
noisy state update; D: like B, but with noisy state update; [ Image extracted
from Jaeger [2002a] |

e Finally curve C shows a network with a very high scaling factor ¥ = 0.999. This leads to
long-term reverberations of the input and a forgetting curve with a long tail far beyond
the network size N = 400. On the other hand these strong echoes from the past influence
also the recall of immediately past inputs and therefore the squared correlation coeflicient
is only about 0.5 at the beginning.

When needing ESNs with long short term memory effects one can resort to a combination of
the following approaches:

e Use large dynamic reservoirs.

e Use small input weights or a reservoir with linear activation functions, which might conflict
with nonlinear modeling tasks.

e Use an almost unitary weight matrix in the dynamic reservoir.

e Use a spectral radius « close to 1, which will not work if one wants to have fast oscillating
dynamics.

In chapter 4 a delay&sum readout will be introduced, which improves the quite limited short
term memory. This readout consists of output neurons, where additionally to a weight also a
delay is learned.

2.6 Leaky Integrator Neurons

In the previous sections of this chapter only standard sigmoid neurons, with a weight on all inputs
and finally a tanh activation function, were analyzed. The general idea of reservoir computing or
echo state networks can also be applied to networks with different neuron types, for instance the
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Figure 2.5: Forgetting curves for 400 unit ESNs with an almost unitary weight matrix: A:
randomly created linear reservoir with scaling factor ¥ = 0.98 without noise;
B: like A, but with noisy state update; C: like A, but with a scaling factor
¥ =0.999; [ Image extracted from Jaeger [2002a] ]

liquid state machine from Maass et al. [2002] uses spiking neurons. Leaky integrator neurons,
as shown in Jaeger [2001] and refined in Jaeger et al. [2007b], incorporate information of the
network states from the previous time steps when calculating the current state x(n), therefore
the dynamics in the reservoir are somehow slowed down and these neurons have a smoothing
effect. For instance ESNs with standard sigmoid neurons cannot be trained to be a generator
of a very slow sinewave, whereas it is possible with leaky integrator units.

The continuous-time dynamics of a leaky integrator ESN is given in Jaeger et al. [2007Db]
with

1 .
X = - (—ax + f(Wx + W"u + Wﬂ’y)>
y = g(W*"[x; u])

where ¢ > 0 is a time constant, a > 0 the reservoir neurons leaking rate, f is a tanh activation
function of the reservoir and g a tanh or linear output activation function. Using an Fuler dis-
cretization with stepsize § one gets the discrete time network update equations given a sampled
input u(nd)

x(n+1) = <1 - aj) x(n) + %f (Wx(n) + Wu((n +1)d) + Wfby(n)>

y(n+1) =g (W [x(n + 1);u((n + 1)J)])

By setting the stepsize § = 1, introducing a new variable v = g and assuming that W has
unit spectral radius one obtains the state update equations

x(n+1) = (1 — ay)x(n) + 7 f(pWx(n) + Wha(n + 1) + Why(n) +o(n+1))  (29)

y(n+1) = g(Wx(n +1);u(n +1)]) (2.10)
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where p is now the effective spectral radius of the reservoir weight matrix and v(n 4+ 1) an
additional noise term as in equation 2.1. This model depends with the factor (1 — a7y) also on
the previous state x(n) and fulfills the echo state property if | A |;mee (W) =1, a >0, v > 0,
0<p<landay<l1.

Finally it was shown in Jaeger et al. [2007b] that the influence of parameter 7 can be
distributed over the other parameters without a loss of essence, resulting in the state update
equations

x(n+1) = (1 —a)x(n) + f(pWx(n) + W"u(n + 1) + W/ly(n) + v(n + 1)) (2.11)

y(n+1) = (W x(n + L) u(n + 1)) (2.12)

where the parameter a is called leaking rate. This simplifies the constraints for the echo state
property to a > 0, p < 1 and p < a.
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Chapter 3

Filter Neurons

In the following chapter one problem of echo state networks is addressed: because reservoir
neurons are connected to each other, their states are coupled and it is not possible to learn
multiple attractors or oscillators with one network. For instance a standard echo state network
cannot be a generator for a sum of multiple sines at different frequencies. It is helpful for some
applications that reservoir neurons have additional filters, where “specialized” units are tuned
to different frequencies and more diverse echoes can evolve because not all neurons are coupled.

The idea of ESNs with low-pass, high-pass and band-pass neurons was introduced in Wustlich
and Siewert [2007] as an extension of leaky-integrator ESNs and will be the topic of section 3.1.
In section 3.2 this idea is extended to an arbitrary order infinite impulse response (IIR) filter
neuron', which allows to reuse commonly known structures from filter theory, and finally some
possible filter structures for reservoir neurons are explained in section 3.3.

Simulations and an evaluation of echo state network with filter neurons will be presented in
chapter 5 and 6.

3.1 From Leaky Integrator to Band-Pass Neurons

The leaky-integrator ESN model was introduced in section 2.6. Equations 2.9 and 2.10 are the
general discrete time network update equations depending on three parameters a, v and p. For
such a system the echo state property is fulfilled if | A [z (W) =1,a>0,7>0,0<p< 1
and ay < 1. As already demonstrated in Jaeger et al. [2007b], the influence of one parameter,
for instance -y, can be distributed over the others, which resulted in equation 2.11.

Wustlich and Siewert [2007] showed that the effect of any parameter a, 7 or p can be dis-

tributed over the others without loss of essence. For instance by setting a = 1 this results in the
state update equation

x(n+1) = (1 —v)x(n) +7f {pr(n) + Wnu(n + 1) + Wy (n) + v(n + 1)} . (3

Now one can compare this system equation to a discrete time low-pass filter with one pole
in the transfer function. As analyzed in [Smith, 1997, Chapter 13] a single pole low-pass filter
can be written as

y(n) = (1 = 0)y(n — 1) + ba(n)

!Note that it was also demonstrated in Maass et al. [2007], that ESNs with trained feedbacks become more
powerful. Although here the feedbacks of IIR neurons are not trained.

17



18 3. Filter Neurons

where u(n) is the input, g(n) the output, € corresponds to the decay time of the system and
must be between 0 < § < 1. The relationship between 6 and the -3dB cutoff frequency fo of

this digital filter is
=1—e 2rlc,

When using a non-interacting single neuron reservoir with low input impacts, which means
p =0, W/ =0, W" = 1, u(n) < 1 and therefore tanh(u(n)) ~ u(n), the state update
equation 3.1 becomes
z(n+1) = (1 =7)z(n) +yu(n+1)

where x(n + 1) is the output of an one pole low-pass filter compared to the input u(n + 1) and
~ determines the -3dB cutoff frequency fo

y=1-—e2c, (3.2)

For such a system, the echo state property is fulfilled if 0 < p < 1 and 0 < v < 1. Simulations
in Wustlich and Siewert [2007] suggested that the low-pass filter characteristic is also approx-
imately maintained when using multiple interacting neurons where p > 0 and with arbitrary
inputs.

Having a low-pass neuron it is obvious to extend the idea to a high-pass neuron. One possible
way to obtain a high-pass version is to subtract the lowpass filter output from the original output.
For a = 1 this results in

xpp(n+1) = (1 =7)xpp(n) +7f {pr(n) +Wru(n+1) + Wy(n) +v(n + 1)} (33)

x(n+1)=f {pWX(n) + Winu(n + 1) + Wy (n) + v(n + 1)} —xzp(n+1) (3.4)

where the first equation is a low-pass filter as in 3.1, the subtraction from the original signal is
done in the second equation and the cutoff frequency of the high-pass filter can be calculated
with v as in equation 3.2.

Finally, combining the high-pass and low-pass filter in one neuron results in a more general
band-pass neuron

xrp(n+1)=(1—y)zrp(n) +7nf {pWX(n) + Winu(n + 1) + Wfby(n) +ou(n+ 1)} (3.5)

xgp(n+1) = (1 —72)xgp(n) +yexrp(n +1) (3.6)
x(n+1)=xrp(n+1) —xgp(n+1) (3.7)

where v; determines the cutoff frequency of the low-pass and 72 of the high-pass filter. It is also
possible to get the original high-pass and low-pass neurons out of these equations, for instance by
setting 72 = 0 the system includes low-pass units and by setting v; = 1 it results in a high-pass
version.

As the maximum band-pass response cannot exceed the maximum response of a low-pass or
high-pass version, the echo state property is fulfilled if

0<p<landO<y <land 0<y <1.

In fact, the band-pass response will be usually weaker than the low-pass response, therefore the
output can be renormalized with a gain M to not influence the echo state property (Wustlich

and Siewert [2007]):

M=1+2

il
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Such networks, including neurons with different band-pass cutoffs in the reservoir, can be
used to process data at different timescales or frequencies and are able to model multiple at-
tractors. As noted in Wustlich and Siewert [2007]:

“Clever combinations of band-pass neurons may then result into richer and more
diverse echoes, which are the crucial ingredients of the reservoir computing ap-
proach.”

In the same report they were able to train an ESN as a generator for a sum of three sines and
a sum of a slow sine and a Mackey-Glass signal.

3.2 General lIR-Filter Neurons

The band-pass neuron by Wustlich from section 3.1 consists of first order recursive filters. This
idea was extended to an arbitrary order infinite impulse response (IIR) filter neuron, thus com-
monly known structures from filter theory can be recycled and one acquires a more fine-grained
control over the filter’s frequency and phase response.

As defined in Smith [2007a] a general IIR filter can be described with

apy(n) = box(n) + biz(n — 1) + ... + byrx(n — M)

—ay(n —1) —... —any(n — N) (3:8)
where vector b contains weights of the feedforward and vector a of the feedback path. Usually
this general structure is implemented in scientific computation software (like signal.lfiter in
scipy or filter in matlab), because it’s possible to compute any finite impulse response (feedback
path is zero) or infinite impulse response structure with it. However, some attention should be
payed on possible numerical instabilities. As explained in Smith [2007a] the IIR filters should be
implemented in transposed direct form II to avoid possible instabilities of internal filter states
and higher order filters should be realized as a cascade of second order systems (biquad filters).

Figure 3.1 shows an IIR filter neuron, where the filter is calculated after the nonlinearity.
One other distinction to Wustlich’s band-pass model from equation 3.7 is that this model is a
filter compared to the reservoir neuron signals, whereas Wustlich’s model is a filter compared to
the input signal u(n) for non interacting neurons.

In / IIR Filter Neuron
1

IIR Filter out

Figure 3.1: Structure of an analog neuron with an additional IIR filter.
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For IIR-filter neurons in the reservoir the state update equation becomes
x(n+1) =G {f(pr(n) + Wina(n + 1) + Wy (n) + v(n + 1))} (3.9)

where operator G is an array of IIR filters as defined in equation 3.8 with independent parameters
for each neuron. To be sure that the echo state property is fulfilled, the maximum gain of each
filter in G should be one, the spectral radius p within 0 < p < 1 and the maximum absolute

eigenvalue | A |;mqe (W) = 1. Filter structures with that requirement are developed in the next
section.

3.3 Possible Filter Structures

Of course there are many possibilities how to choose the right filters for neurons in the reservoir.
Two possible structures will be presented:

e band-pass filters with variable bandwidth, spaced logarithmically, linear or in groups over
the frequency band of interest

e a variation of band-pass filters called peak filter, where one can additionally specify a
stop-band attenuation

Figure 3.2 shows band-pass filters spaced logarithmically over a frequency range of interest,
implemented as second order IIR systems (biquad filter). The additional parameter ¢ specifies
the bandwidth in octaves between the -3dB cutoff frequencies.

log spaced band-pass filters, bandwidth is 2 octaves

: ' W

3
10 10 10
frequency (Hz)

amplitude (dB)

7
K
2

Figure 3.2: Band-pass filters spaced logarithmically from 170 Hz to 19000 Hz at a sampling
rate of 44100 Hz (note that the frequency axis is also logarithmic), printed every
10th neuron of a reservoir with 100 neurons. Each filter has a bandwidth of 2
octaves.

The filter function is derived from analog prototypes and has been digitized using the bilinear
transform (Bristow-Johnson [2008]) to finally get the following parameters for coefficients a and
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b of equation 3.8:

wo = 27;;’0 0 (3.10)

In(2
a = sin(wg)sinh <né)¢si7:2(:uo)> (3.11)
bgza,blzo,bgz— (312)

ap =1+ a,a1 = —2cos(wp),a2 =1 —«

where fj is the center frequency of the band-pass filter, f, the samplingrate and ¢ the bandwidth
in octaves between -3dB cutoff frequencies.

Figure 3.3 shows a plot of peak filters, which are quite similar to band-pass filters but have
an additional stop-band attenuation in decibel (dB). This can be used to guarantee that all
filters (neurons) have at least a region of overlap at the stop-band level, which is for instance
-25 dB in figure 3.3. For peak filters parameter ¢ is the bandwidth in octaves between midpoint
(stop-band/2) gain frequencies.

peak filters, bandwidth is 2 octaves, stopband -25dB
5 :

00000

“““'
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_30 \3 L
10 10 10
frequency (Hz)

Figure 3.3: Peak filters spaced logarithmically from 170 Hz to 19000 Hz at a sampling rate
of 44100 Hz, again every 10th neuron out of a reservoir with 100 neurons is
shown. Each filter has a bandwidth of 2 octaves and a stop-band attenuation
of -25 dB, therefore they overlap at least in the stop-band.

Peak filters were again implemented as second order IIR systems and the parameters as
calculated in Bristow-Johnson [2008] were used. However, to not violate the echo state property
these parameters had to be renormalized with a factor r to get a maximum gain of one and
resulted in the equations

A= 1010 (3.13)
r=102 (3.14)
b — 1+ aA b — —2cos(wp) by — 1—aA
0 — r V1 — r , U2 — r ) (315)
a
ap=1+ A’ = —2cos(wp),a2 = 1 — =1
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where g is the maximum stop-band attenuation in dB (for example -20 dB), wy and « are from
equations 3.10 and 3.11.



Chapter 4

Delay&Sum Readout

Section 2.5 already introduced the concept of short term memory in an ESN context. The main
conclusion of this section was, that the short term memory is bounded by the reservoir size N
and the maximal possible memory capacity M C from equation 2.8 is MC' < N. One might think
that this result is already quite good and by using large enough reservoirs the memory capacity
should be sufficient. However, consider an ESN used as an audio signal processing system, where
the signal is sampled at a high sampling rate, for instance at 44100 Hz like on audio CDs. To be
able to incorporate information from only one second in the past the reservoir size would have
to be at least 44100 or more, which is not trivial to simulate on current computers and maybe
impossible for realtime applications.

This chapter introduces an alternative approach to handle long-term dependencies. The
basic idea is that in the synaptic connections of readout neurons trainable delays are added.
Compared to standard echo state networks, where only the weights of the readout are adjusted
in training, delays and weights are modified by a learning algorithm in the delay&sum readout.
This approach makes it possible to shift reservoir signals in time and is a computationally cheap
method to vastly improve the short term memory, furthermore it is biologically not implausible
because also biological axons insert delays in connections between neurons. Neuroscience exper-
iments in Swadlow [1985] give also evidence to the variability of transmission delay values from
0.1 to 44 ms, see also Bringuier et al. [1999] for a more recent investigation.

A general overview of the delay&sum readout and state update equations is given in sec-
tion 4.1, section 4.2 is an introduction to the problem of time delay estimation, then a simple
learning algorithm will be presented in section 4.3 and a more advanced, EM-based method
in section 4.4. Finally some general comments and ideas for further research are discussed in
section 4.5. Simulations and an evaluation of the presented algorithms can be found in chapter
5 and 6.

4.1 Delay&Sum Readout Overview

The delay&sum readout has to learn in addition to a weight also a delay from each neuron signal
of the reservoir to each output signal. Figure 4.1 shows an overview of the readout, which was
inspired by the delay&sum beamformer as used in acoustical MIMO signal processing, see for
instance Y.Huang et al. [2006].

Consider an echo state network with a delay&sum (D&S) readout, N internal units, L
inputs and M outputs, where the state update x(n + 1) is computed for standard ESNs as in

23
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Reservoir / Delay&Sum Readout \

Neurons

J

) Z-Dl

) Z-D2

f ¥» out

J

Figure 4.1: Tllustration of the delay&sum readout for one output neuron, z~% denotes a
delay of a signal by d samples. Each synaptic connection from a reservoir neuron
to the output neuron consists of a trainable weight and a trainable delay.

(0006
T

equation 2.1 or for reservoirs with IIR filter neurons as in equation 3.9. The readout neurons
have connections to the reservoir units x(n) and inputs u(n), which can be combined into a
vector s(n)

s(n) = (z1(n),...,zn(n),ur(n),...,ur(n)). (4.1)

Afterwards the outputs m = 1,..., M can be calculated with

N+L
ym(n) =g <Z Wintsi(n — D,m)> , m=1,...,.M (4.2)
i=1

where D is a (N + L) x M matrix (same size as Wy,;) with integer delays from each neuron
and input signal to each output and g is the activation function of the output neuron. Note that
for zero delays D = 0 this is the same as equation 2.2, only written with a sum instead of the
scalar product.

4.2 Time Delay Estimation

Estimating the time delay between two signals is a common task in signal processing and is
usually known as the time difference of arrival (TDOA) problem (see Knapp and Carter [1976]
or Azaria and Hertz [1986]). This section will discuss the use of a basic version, which just
calculates the cross correlation between two signals and takes the highest peak as the delay, and
the generalized cross correlation (GCC) method, which uses an additional prefilter to be more
robust against artifacts.

Assume two signals
g1(n) = x(n) +vi1(n)
g2(n) = ax(n — dg,g,) + v2(n)

where x(n) and noise terms vi(n), va(n) are real baseband signals, a a scalar and dg, 4, the
unknown delay. Furthermore it is assumed that y(n) is uncorrelated with the noise signals
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vi(n) and va(n) and that the environment is only slowly time varying, which means that the
characteristics of the signal and noise should remain stationary only for a finite observation time
Niaz. The delay dg, 4, and scalar o may also change slowly.

The simple method of determining dg, 4, is to compute as in Knapp and Carter [1976] the
cross correlation function

Tg1g:(T) = E[g1(n)g2(n + 7)]

where E|[.] denotes the expectation operator and the argument 7 that maximizes rg, g, (7) provides
an estimate of the time delay dg44,. Because of the finite observation time Ny,q, the cross
correlation function rg, 4, (7) can only be estimated. For two real signals g1(n),g2(n) the estimate
may be found as in Smith [2007b] by

Ninas—1
R 1 max
Tgig:(T) = I E g(n)gen+71), 7=0,1,..., Npaz — 1 (4.3)
max n:O

and finally the time delay can be calculated with

d9192 = arg m_f}x 729192 (T) (4'4)

To improve the accuracy of the delay estimation it is often helpful to prefilter signals
g1(n),g2(n) before calculating the cross correlation. Knapp and Carter [1976] show various
ways how to properly select a prefilter ®(wy) and call this method the generalized cross corre-
lation (GCC). By using a filter ®(wy) = 1 the GCC results in a simple cross correlation method
as described above.

Out of performance reasons the cross correlation and filtering operation should be computed
in frequency domain. First the discrete fourier transforms (DFT, see Smith [2007b]) of signals
g1 and go are calculated

Gilwr) = DET{gi(n)} = Y gi(n)e Nomas™" (4.5)

n=0

where N4, is the observation time and k = 0,1,..., Ny, — 1. Having G (wy) and Ga(wy) it
is possible to estimate the cross power spectral density function

A~

Rg g, = G1(wr)Go(w) = DFT{f’mgz}

where (.)* denotes the complex conjugate. The prefiltering operation is now a simple multipli-
cation in frequency domain

REGS = ®(wr) G (wn) G (wr) (4.6)

GCC

and finally the time delay can be estimated by retransforming ]:Zgl 92

the inverse discrete fourier transform (IDFT)

into time domain using

Nmaz—1
Pios () = IDFT{®(wy)G1 (wr) G5(wr)} = ()G (W) Ga(wr)e ¥ (4.7)
max kZO
with n =0,..., Npex — 1 and dg, 4, can be calculated as in equation 4.4 by

_ ~GCC
dg g, = arg max oo, (7).
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There are a number of different GCC algorithms depending on the selection of ®(wy). A more
detailed overview is given in Knapp and Carter [1976], Azaria and Hertz [1986] and Y.Huang
et al. [2006]. For this work the phase transform (PHAT) method will be used, which performs
a pre-whitening of the signals to be more robust against noise and disturbances. The PHAT
prefilter ®(wy,) is defined as ,

Blwp) = ———
@) = R, ]

(4.8)

and can be estimated with
1 1

) R TGGR |

(4.9)

Figure 4.2 shows a comparison of the simple cross correlation and the GCC with phase
transform method calculated between an audio signal and the same signal delayed by 20 samples.
One can see that the GCC method results in a much sharper and higher peak at the exact delay
position, whereas in the cross-correlation method also other similar regions have quite high

values.
i GCC with phase transform
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Figure 4.2: Cross correlation (left) and generalized cross correlation with phase transform
(right) of a 20 sample delayed audio signal with itself. Note the different scalings
of the y-axes.

4.3 Learning Algorithm A: Simple Method

A simple learning algorithm could calculate the cross correlation or GCC between all neu-
ron/input signals and all output signals, taking always the highest peak as the trained delay.
Afterwards the neuron and input signals are delayed by that value and weights can be computed
offline with the correctly delayed signals as in section 2.3.1.

Consider for instance the linear system
y(n) =z(n)+z(n—1)+x(n —2) + £ (z(n — 200) + z(n — 201) + z(n — 202)).

If the scaler ¢ is small this simple method will only find correct delays for z(n), z(n — 1) and
x(n — 2), but not for z(n — 200), x(n — 201) and x(n — 202), therefore this algorithm won’t be
optimal for all tasks'. However, for some reasons this method still works quite good, often even

'For example if ¢ < 0.1 using an ESN with 100 neurons in the reservoir, then the learning algorithm won’t
find the delays for z(n — 200), x(n — 201) and x(n — 202).
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better as the more advanced (and computationally more expensive) EM-based algorithm from
section 4.4.

Learning algorithm A is summarized in the following steps:

1. Consider an ESN with N internal units, L inputs and M outputs. Calculate delays between
all reservoir/input signals s;j(n) as defined in equation 4.1 with j =1,...,N + L and all
target output signals g~!(y;(n)) with m = 1,..., M and collect them into a (N + L) x M
delay matrix D. For each reservoir/input to output connection

e transform signals into frequency domain as in equation 4.5 and invert output activa-
tion function g of the ESN

Sj(w) = DFT {sj(n)}

B (4.10)
Yin(wr) = DFT {g~" (ym(n))}
e estimate generalized cross correlation as in equation 4.7
P00 (7) = IDFT {®(wi)Sj(wi) Vi (wi) } (4.11)

and select a prefilter ®(wy) = 1 for the simple cross correlation or ®(wy) = W
J

(W)l
for the phase transform (PHAT) method

e finally obtain the time delay and collect it in delay matrix D at position (j,m)

Djm = arg max ] f’ggg(T) | (4.12)

where | . | denotes the absolute value?.

Afterwards repeat the whole procedure for each target output ¢~ '(y,(n)) where m =
1,.... M.

2. Delay all reservoir and input signals according to the estimated values in delay matrix D.

3. Dismiss data from an initial washout period n,;, where n < n,;, and collect the remaining
correctly delayed input and network states (s1(n—Dim),...,sN+L(n—Dpnyr.m)) for each
output target signal y,,(n) row-wise into a (Nmaez — Nmin) X (N + L) matrix S,,, where n,q
is the number of training examples, and afterwards collect current target signal ¢! (. (n))
into a (Nmaz — Nmin) X 1 matrix T),.

4. For each output ,,(n) compute pseudo-inverse ST and put
W?rqj b= (SjnTm)T
where W2 denotes the weights from all reservoir and input signals to output signal y,, (n)

(m-th column of W°"*). Alternatively one might use any other offline training algorithm
from section 2.3.

2Note that the difference to equation 4.4 is that here one can use the absolute value of Pgiﬁ

weight in the readout can also be negative and therefore will invert the phase.

(7) because a
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4.4 Learning Algorithm B: EM-based Method

The second version of the learning algorithm is based on an expectation-maximization (EM)
method as applied in a similar problem with antenna array systems in Pedersen et al. [1997].
They used a special form of the EM algorithm, the space-alternating generalized expectation-
maximization (SAGE) method from Fessler and Hero [1994], which allows to separate this multi-
dimensional optimization problem into one dimensional optimization processes that can be per-
formed sequentially, which means in an ESN context calculating one delay and afterwards one
weight for each synaptic connection.

In contrast to learning algorithm A from section 4.3, which computes the correlation always

between one reservoir/input signal compared to the whole output signal, this algorithm subtracts
the influence of all other reservoir/input signals and estimates the delay and weight compared
to this residuum. Thus it leads to an iterative procedure where single delays and weights are
calculated sequentially.
The algorithm starts for instance by estimating the delay between the first reservoir signal x;(n)
and the target output y(n) and then the single weight of this synaptic connection. Afterwards
the delayed and weighted signal 1 (n) will be subtracted from the original output y(n) to produce
the new target signal y'(n) for the second reservoir signal x2(n). In theory this procedure will
be repeated for all reservoir and input signals until the algorithm converges, which means that
delays and weights won’t change anymore. However, unfortunately the weights converge very
slowly when used with reservoir signals of echo state networks, but on the other hand the delays
usually converge quite fast and won’t change after a few iterations. For ESNs without output
feedback they are usually fixed after 2-5 iterations and with feedback it very much depends on
the specific task. Therefore a combined approach will be applied in learning algorithm B, which
first uses the EM algorithm for a few iterations to estimate delays of the readout and afterwards
the weights will be recalculated offline with the correctly delayed reservoir and input signals.

Learning algorithm B is illustrated in figure 4.3 and can be summarized in the following steps:

1. Consider an ESN with N internal units, L inputs and M outputs. The EM-algorithm
estimates delays and weights between all reservoir/input signals s;(n) as defined in equa-
tion 4.1 with j = 1,..., N+ L and all target output signals ¢~ ! (y,,(n)) withm =1,..., M
and collects them into a (N + L) x M delay matrix D and weight matrix W°*. One it-
eration for updating D; ., and W]"“mt for one target output g=!(y,(n)) reads

o F-Step:
Subtract influence of all other reservoir and input signals® to get residuum & ; ., (n)
N+L
Kjm(n) = Bem (gl(ym(n)) = Winisi(n — Dm)) +Wiisi(n = Djm) (4.13)
i=1

where ¢g~! is the inversion of the ESN output activation function and Sgjs is an

additional factor which influences the convergence speed, which was set to Bgy = 1

after some evaluations®.

o M-Step:
Calculate (generalized) cross correlation fggfm (1) between signals s;(n) and &, (n)
as in equation 4.11 and estimate the time delay

D = argmax | 7S¢ (1) | (4.14)
T

Sjkjm

3Note that the E-step can be implemented recursive to save computation time !

4 Another possibility, which sometimes works better, is to set Bpamr = ﬁ
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afterwards compute weight W"“t with correctly delayed reservoir/input signal §;(n) =
sj(n — Djm)

Wt = (818;) 8T kjm (4.15)

T
J J
(n)

Perform E- and M-steps for each element of s(n) for one complete iteration.

2. Tterate step 1 (EM algorithm) until the delays are converged and repeat the whole proce-
dure for each target output g~ (ym,m(n)) where m =1,..., M.

3. Afterwards all delays are fixed and reservoir/input signals are delayed according to the
estimated values in delay matrix D.

4. Dismiss data from an initial washout period n,,;, where n < n,,;, and collect the remaining
correctly delayed input and network states (s1(n—D1m), ..., sN+L(n—DnyLm)) for each
output target signal y,,(n) row-wise into a (nmaez —Nmin) X (N + L) matrix S,,, where n,q4
is the number of training examples, and afterwards collect current target signal ¢~ (. (n))
into a (Mmaz — Nmin) X 1 matrix T,,

5. For each output y,,(n) compute pseudo-inverse Sin and put
Wout (ST )T

or alternatively use any other offline training algorithm from section 2.3.

4.5 Discussion

Unfortunately no clear winner is found yet for the delay&sum readout learning algorithm, but
it should be possible to find a more optimal method in further research, so that the user has
no additional parameter for choosing an algorithm. In most simulations the EM-based method
B outperformed simple method A for system identification tasks (ESNs without output feed-
back) and learning algorithm A was more suited for ESNs in generator mode. A more detailed
comparison will be given in simulations from chapter 5 and 6.

One way to improve the algorithm could be to use more advanced multipath time delay
estimation methods as outlined in Y.Huang et al. [2006]. Additionally an online version should
be developed, which could be done with an EM-based approach similar to Frenkel and Feder
[1999], or as in Duro and Reyes [1999], where the backpropagation algorithm was extended for
feedforward neural networks with weights and delays in their synaptic connections.

Another possibility would be to also add fixed delays in the synaptic connections of the reservoir
or they could be pre-adapted to a specific task with a similar method as in Bone et al. [2000] or
Bone et al. [2002].

Furthermore it was illustrated in Schmitt [1999] that the computational and learning capabil-
ities of artificial neural networks are considerably enlarged when transmission delays become
adjustable. It was also noted therein that tuning the delays is a task that is believed not to have
efficient algorithms with provable performance guarantee.

Nevertheless, altogether one can say that ESNs with a delay&sum readout show a significant
better performance for many tasks, regardless of the chosen learning algorithm, also for very
simple systems where one might not think that long-term dependencies are relevant (see for
instance section 6.1). Furthermore the computational complexity of the network is still the
same, but some additional memory for delaylines is necessary.
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Figure 4.3: EM-based learning algorithm. First weights and delays are estimated with the
EM method, afterwards delays are fixed and weights are recalculated offline.
For a description of the individual steps see text.



Chapter 5

Simulations

This chapter presents three synthetic examples which will demonstrate where and how filter
neurons and a delay&sum readout have advantages. The first example in section 5.1 is about
multiple attractor learning and will show that filter neurons are very useful for this task. A
single echo state network is trained to generate multiple sines and the results are compared to
similar experiments from literature. Section 5.2 is about chaotic attractor learning where an
ESN tries to predict the Mackey-Glass system, which is a standard benchmark task in research
on time series prediction. Almost every technique for nonlinear system modeling is tested
with the Mackey-Glass system and echo state networks significantly outperformed all other
methods. Nonetheless a delay&sum readout is still able to boost the performance. Finally
the third example in section 5.3 is a sparse nonlinear system identification task with long-term
dependencies. A relatively small ESN will be able to identify nonlinear dynamical systems which
have dependencies far in the past. No other similar method was found to handle such systems.

Four different error measures are used in that chapter, mainly to be able to compare the
results to measures given in literature. The mean square error (M SE), as already introduced
in chapter 2, between a target signal y;qrget(n) and a generated signal y(n) forn =0,...,N —1
is calculated as

1 N-1

MSE = N Z (ytarget(n) - y(n))2- (5.1)
n=0

Another possibility is to take the square root of the M SE, which results in the root mean square
error (RMSE)

N-1
1
RMSE = \| = > (targee(n) — y(n)*. (5.2)
n=0
When using signals with different amplitudes it is more meaningfull to normalize the error

with the variance of the target signal Ufmget, which is called the normalized mean square error
(NMSE)

N-1
1
NMSE = —5— " (yrarger(n) — y(n))*. (5.3)
Natarget n=0

Finally, by taking the square root of the NMSE, one gets the normalized root mean square
error (NRMSE)

N—-1
1
NRMSE = | —5— Y (Yrarget(n) — y(n))?. (5.4)
No-target n=0
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5.1 Multiple Superimposed Oscillations

In the multiple superimposed oscillations (MSO) task an echo state network is trained to be
a generator of a superposition of sine signals. This sounds like a quite simple task, however,
standard echo state networks are unable to learn functions composed of even two superimposed
oscillators. The problem is that the dynamics of all reservoir neurons are coupled, while this
task requires that both oscillations can be represented by the internal state vector. With filter
neurons in the reservoir and with a delay&sum readout it will be possible to train ESNs as a
generator for a superposition of sinewaves. The results will be compared to a similar recurrent
neural network structure from Schmidhuber et al. [2007], called Evolino, and to the work of Xue
et al. [2007], where they used ESNs with multiple decoupled reservoirs.

In Jaeger et al. [2007b] some general comments on the MSO task are given. It is easy for
linear systems, for instance ESNs with only linear activation functions, to generate multiple
sines. The training error will be close to machine precision as long as there are at least two
reservoir neurons for one sine component. Also when using such a system as a generator it will
be very precise after a teacher-forcing period. However, in a linear system the generated sine
components are not stably phase-coupled and they are not asymptotically stable oscillations.
In the presence of perturbations, both the amplitude and relative phase of the sine components
will go off on a random walk (see figure 5.1 (c)).
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Figure 5.1: Some stability problems of the multiple superimposed oscillations task. Fig-
ure (a) shows the target signal, a superposition of two sines: 0.5sin(0.1z) +
0.5sin(0.211z). Figure (b) presents the output of a nonlinear standard ESN,
which is not able to learn both sine components. In figure (c) a linear ESN is
able to produce both sines at the beginning, but then it slides away and finally
in (d) a nonlinear ESN with filter neurons is trained on the MSO task and
switches into a different attractor after about 2000 timesteps.
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For nonlinear systems the MSO task is quite difficult and often results in unwanted dynamic
side effects (see figure 5.1 (d)). While the MSO signals can be seen as additive superpositions
of sines in a linear systems view, nonlinear systems do not lend themselves to noninterfering
additive couplings (Jaeger et al. [2007b]). Trained nonlinear networks show often very low test
error for a few thousand time steps, but become unstable and switch to completely different at-
tractors afterwards. Figure 5.1 shows some problems with nonlinear and linear standard ESNs
and the output of an unstable nonlinear ESNs with filter neurons.

In the following the performance of ESNs with filter neurons will be compared to the work of
Schmidhuber et al. [2007] and Xue et al. [2007] for a short-time prediction task. In Schmidhuber
et al. [2007] an evolino-based long short term memory (LSTM) recurrent neural network is
trained to learn functions composed of two to five sines. The following target signal

sin(0.2x) + sin(0.311x) + sin(0.42z) + sin(0.51z) + sin(0.74x)

was used, as shown in figure 5.2, with a washout time of 100 time steps, then the network
weights were calculated from steps 101, ...,400 and the testing error was evaluated in time steps
701,...,1000. The NRM SE;.s was calculated for two sines (sin(0.2z) + sin(0.311z)), three
sines (sin(0.2x) + sin(0.311x) + sin(0.42x)), four sines (sin(0.2z) + sin(0.311z) 4 sin(0.42z) +
sin(0.51x)), five sines (sin(0.2x) + sin(0.311x) + sin(0.42z) 4+ sin(0.51x) + sin(0.74z)) and was
compared to an LSTM network with subpopulations of size 40, 40, 40, 100, where the number
of memory cells was 10, 15, 20, 20.

sin(0.2x) + sin(0.311x) sin(0.2x) + sin(0.311x) + sin(0.42x)

2.0 3
1.5 2
1.0
05 1
0.0F of
-0.5f atb
-1.0f
150 2f
2.0 L L L -3 L L n
0 100 200 300 400 500 0 100 200 300 400 500
4 sin(0.2x) + sin(0.311x) + sin(0.42x) + sin(0.51x) sin(0.2x) + sin(0.311x) + sin(0.42x) + sin(0.51x) + sin(0.74x)
3 4
2 2
1
of of
-1 |
2b -2
-3r 4l
0 100 200 300 400 500 0 100 200 300 400 500

Figure 5.2: 500 timesteps of the target signal from Schmidhuber et al. [2007] to learn func-
tions composed of two to five sines.

For all simulations the same echo state network of size 100 with logarithmically spaced band-
pass filters over the frequency range of those five sines was trained, using the same washout,
train and testsize as the LSTM network. Additionally the target signal was rescaled into a range
of [-1,1] to be able to use the same ESN for all simulations. The detailed setup is given in
table 5.1 and the NRM SFE,.s for the ESN and LSTM network, averaged over 20 simulations,
is shown in table 5.2. One can see that when using ESNs with filter neurons and a delay&sum
readout it is also possible to train 5 sines as in the LSTM network example and the performance
is significantly better.

In Xue et al. [2007] they trained the same two sines problem
sin(0.2x) + sin(0.311x)
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reservoir neurons

reservoir connectivity
spectral radius
output-feedback weights
reservoir activation function
output activation function
delay&sum readout
reservoir neurons filter type
filter spacing

filter bandwidth

100

0.2

0.8

random between [—0.1,0.1]

tanh

linear

yes, maximum delay was restricted to 100 samples
band-pass

logarithmically between frequencies 0.19/(27) and 0.75/(2m)
0.5 octaves

noise during training no
noise during testing no

Table 5.1: ESN sctup for the same MSO task as in Schmidhuber et al. [2007].

Nr. of sines | NRMSE.q LSTM | NRM SE;cs Filter-ESN |

2 2.01 x 10~3 3.65 x 1077
3 2.44 x 1073 3.57 x 107
4 1.51 x 1072 1.40 x 1075
5 1.60 x 1072 7.24 x 1075

Table 5.2: Performance of the multiple superimposed oscillations task. Weights are
trained from time steps 101,...,400 and NRM SE;.s is calculated from steps
701,...,1000, averaged over 20 experiments. Second column shows the results
from Schmidhuber et al. [2007] and third column from echo state networks with
filter neurons and a delay&sum readout.

with an “decoupled echo state network with lateral inhibition”, which basically consists of four
almost independent ESN reservoirs with 100 neurons each, where each one has a different spec-
tral radius (0.6, 0.7, 0.8 and 0.9). Here the training set consists of 700 data points with a
washout time of 100 steps and a test mean squared error, calculated from time steps 701 to
1000, of M SE;es = 3 x 1073 was achieved. For the same washout, training and test data size
and the ESN setup from table 5.1 the simulations resulted in an M .S Ej.s of 3.49 x 10712, aver-
aged over 20 experiments'. When also using a reservoir with 400 neurons the M SFE;. is even
3.04 x 10720 and therefore significantly lower as in Xue et al. [2007].

Finally some general notes on the parameter selection for the short-term prediction task are
presented:

o Filter parameters:
The frequency range was chosen for obvious reasons to just contain all sine frequencies of
the task. Furthermore no significant difference in performance was noteable if a logarithmic
or linear spacing for band-pass filters is used. The parameter which has a big influence
on the performance is the filter bandwidth ¢, figure 5.3 shows a comparison for different
values of ¢.

!The target signal was again scaled into a range of [—1,1] and afterwards rescaled to the original range for
MSFE,e.s: calculation.
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e Noise:
Usually adding a small noise term vy,4in(n) in the state update equation 3.9 is mandatory
for stability when ESN’s are trained as generators, as for instance analyzed in Jaeger [2001]
and Jaeger et al. [2007b]. However, with the delay&sum readout it was not necessary for
this simple task.

e DelayéSum readout:

The maximum delay was restricted to 100, because of the short washout time used in
Schmidhuber et al. [2007]. Both learning algorithms, the simple method from section 4.3
and the EM-based algorithm from section 4.4, performed more or less similar and figure 5.4
shows a plot of the resulting delay distributions. However, it was important in both
algorithms to use the cross correlation and not the GCC method for delay estimation. In
general, when using the same setup without a delay&sum readout, the NRM S FEy..; was
larger approximately by a factor of 10.

e Spectral radius and feedback weights:
The network was very robust to changes of the spectral radius and the exact value was
not important. On the other hand the feedback weights had a big influence on the perfor-
mance, small values resulted in a much lower NRM S Ejcq:.

1 optimal bandwidth for 5 sines MSO task
10 [ ! ! ! T
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Figure 5.3: NRMSE,.s for the 5 sines problem and the ESN setup from table 5.1 with
a variable bandwidth ¢ of the band-pass filters. The optimal bandwidth was
found to be about 0.5 octaves between band-pass cutoff frequencies. Note that
the y-axis is logarithmic.

In the previous examples the performance of a short-term prediction task was discussed,
which can be measured easily by a mean squared error. When analyzing the long-term sta-
bility of such networks, there is no similar quantifiable criterion which can be computed with
comparable ease. One strategy to achieve long-term stability is to use a quite high noise term
Utrain(n), Utest(n) in the state update equations during training and testing. In training this
helps to be immune against deviations and in testing the noise is used to test if the trained
network is a dynamically stable periodic attractor. The number of successfully trained networks
and the training and testing error depends of course on the amplitude of the noise terms.
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simple learning algorithm EM-based learning algorithm
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Figure 5.4: Distribution of the learned delays for the MSO task with 5 sines. Left image
shows the result with the simple learning algorithm and the right image of the
EM-based learning algorithm after 10 iterations.

To test the long-term stability of the ESN setup from table 5.1, the network was first run for
5000 time steps, then trained from steps 5001 to 10000 with an additional noise term vyqin(n)
sampled from an uniform distribution between [—0.0001,0.0001] to be robust against small
deviations and to keep the output weights low. Afterwards it was simulated for 100000 time
steps with a high noise term ves:(n) between [—0.01,0.01], which should test if the learned
attractor is actually stable.

The noise parameter vyqin(n) is a control of the precision-stability tradeoff. When using
Utrain(n) between [—0.0001,0.0001] all performed simulations were stable with an NRMSFEy s
of 0.14 (averaged over 20 independent simulations)?, even when simulating the network for 10°
steps. AS Ugrqin(n) gets lower also the NRM SE, s will be lower, but sometimes the ESNs
will become unstable. Besides noise, the reservoir size and a delay&sum readout also have an
influence on the stability. Usually the more sines or multiple attractors one wants to model,
the bigger the reservoir should be. When using more neurons in the reservoir or a delay&sum
readout, it was not necessary to add that much noise during training.

*Note that the quite high NRM SFEcs: is only because of the noise term viesi(n) during simulation. When
using ESNs without testing its stability one would set vtest(n) to zero, which results in a NRM S FEies: of about
4 % 1072 for a 100000 time steps simulation.
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5.2 Mackey-Glass System

An often used benchmark for time series modeling is the Mackey-Glass delay differential equa-
tion. It is given for instance in Jaeger [2001] as

: y(t —7)

t) =a———"——= —yy(t 5.5
i) = o s — i) (55)
where usually the parameters are set to « = 0.2, § = 10 and v = 0.1. The system has a chaotic
attractor if 7 > 16.8 and in most of the benchmarks 7 is set to 7 = 17 or 7 = 30, a plot of both
settings is shown in figure 5.5. In discrete time the Mackey-Glass delay differential equation can
be approximated through

y(t —71/9)
1+y(t—1/6

yin+1)=y(n)+4 <O.2 e 0.1y(t)> (5.6)

with a stepsize 6. Here the stepsize is set to § = 1/10 to compare the results to Jaeger [2001],

Jaeger and Hass [2004] and the references in there®. To be able to use the timeseries with

tanh-ESNs it was rescaled into a range of [—1,1] by transforming it with

yesn(n) = tanh(y(n) — 1)
as in Jaeger [2001].

Mackey-Glass System, 7 = 17 Mackey-Glass System, 7 = 30

. . . . 0.2 . . . .
100 200 300 400 500 0 100 200 300 400 500

Figure 5.5: 500 steps of a Mackey-Glass sequence for 7 = 17 (left) and 7 = 30 (right). Both
systems have a chaotic attractor and are standard benchmarks in research on
time series prediction.

In this section mainly the 7 = 30 task will be studied, because it is much more difficult to
learn and shows that a delay&sum readout boosts the performance of standard ESNs and also
outperforms all other known methods. The ESN setup is the same as in Jaeger [2001]! and
summarized in table 5.3. Filter neurons were not useful in this task. They would divide the
reservoir in autonomous sub-networks, which are able to learn multiple attractors. However, here
only one single attractor should be trained and therefore the performance with filter neurons in
the reservoir was worse.

As in Jaeger [2001] two training sequences with different length were generated. In the first
example the network was trained from 2000 samples with an initial washout time of 1000 samples

3 Actually the Mackey-Glass sequence was generated from the same code as in Jaeger and Hass [2004], which
can be downloaded from http://www.faculty.iu-bremen.de/hjaeger/pubs/ESNforMackeyGlass.zip.
4The setup is not exactly the same, in Jaeger [2001] leaky-integrator neurons are used, here standard neurons.


http://www.faculty.iu-bremen.de/hjaeger/pubs/ESNforMackeyGlass.zip
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reservoir neurons 400

reservoir connectivity 0.1

spectral radius 0.95

input weights random between [—0.14, 0.14]
output-feedback weights random between [—0.56, 0.56]
reservoir activation function tanh

output activation function linear

delay&sum readout yes

reservoir neuron type standard neurons, no filter
input signal constant bias input signal of size 0.2
noise during training yes, dependent on the task
noise during testing no

Table 5.3: ESN setup for the Mackey-Glass system prediction task.

and in the second one a much bigger trainsize of 20000 time steps, with an additional washout
of 1000 samples, was used. The training and test sequences were generated from equation 5.6
without using the first 1000 samples, to get rid of initial washouts.

Noise is also very important, as already mentioned in section 5.1 for the MSO task. A small
noise term v(n) during training is mandatory for ESNs used as a generator and there is again a
precision-stability tradeoff. In general, the more complex the system and the shorter the training
sequence, the more noise is needed.

Both delay learning algorithms from chapter 4 performed similar, using the cross correlation
and not the GCC method for delay estimation. Figure 5.6 shows a plot of the delay distribution
for the 7 = 17 and 7 = 30 task.

delay distribution for 7 = 17 delay distribution for 7 = 30
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Figure 5.6: Distribution of the learned delays, left for 7 = 17 and right for the 7 = 30 task.
Delays were calculated with the simple training algorithm, delay at time step
zero (no delay) is omitted in the plot because of its high probability.

One qualitative way to compare the system output is an attractor plot. Figure 5.7 shows
the original attractor plot for 7 = 17, 7 = 30 and the plot obtained from the trained network’s
output of an ESN trained with 2000 samples. All figures are generated from 6000 time steps
and rendered in two dimensions by plotting y(n) versus y(n + 20). Additionally the output of
the echo state network was retransformed to the original scale by

y(n) = arctanh(ygsy(n)) + 1.
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Such a plot can only show if the network is able to learn the essential structure of the attractor
and if it stays stable, but it won’t give a quantifiable or comparable measure of the performance.

Target attractor

ESN output attractor
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Figure 5.7: Attractor plots from 6000 timesteps of the Mackey-Glass sequence, y(n) versus
y(n + 20), ESN-setup as in table 5.3. First row shows plots for 7 = 17, where
the left picture is the original sequence and the right picture generated from an
echo state network trained with 2000 steps. Second row shows the same for the
more complex case where 7 = 30. One can see that the echo state network is
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able to learn the essential structure of the original attractor.

Another possibility to compare the performace of different modeling techniques is to calculate
an error measure of the system’s time series evolution, as done in the MSO task. However, this
is not really meaningful for chaotic systems because sometimes small deviations do not diverge
quickly and sometimes the system is in a state where small deviations lead to big changes in
the output. Therefore a mean squared error of a specific prediction horizon is usually used in
literature to compare results of chaotic time series prediction, as also done in Jaeger [2001]. A
common value for the Mackey-Glass system is a 84 or 120 steps prediction. To calculate for
instance an NRM SFEg4 the trained echo state network is teacher forced with a 1000 sample
timeseries of different original Mackey-Glass signals and afterwards simulated for 84 time steps
to get the predicted output g(n + 84). This value can be compared, after retransformed to the
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original scale, with the original Mackey-Glass signal y(n 4 84). To average over different initial
states the same echo state network was run 100 times with new teacher forcing signals and at
each run ¢ the predicted output ¢;(n + 84) and target signal y;(n + 84) were collected and the
NRMSFEg4 was calculated with

100

NRMSEgy = > (i(n + 84) — fi(n + 84))?
=1

10002 (5.7)

where o2 is the variance of the original attractor signal.

The results for a 84 and 120 step prediction with 7 = 30 are shown in table 5.4, where it
can be seen that a delay&sum readout is able to improve the performance of ESNs. A uni-
form noise term v(n) was added during training in the state update equation, for the 2000
step training sequence it was chosen between [—107°,107°] and for the 20000 step training be-
tween [—1078,1078]. In Jaeger [2001] an NRM SEg4 of 0.11 for 7 = 30 was achieved, which is
comparable to the results reported here for standard ESNs with an NRM SFEg4 of 0.136. Fig-
ure 5.8 shows the further development of the error up to a prediction horizon of 400 time steps.
The advantage of a delay&sum readout is smaller in the 7 = 17 task, a plot of the NRMSFE
development is given in figure 5.9. As already mentioned, the 7 = 30 sequence is much more
difficult to learn and it seems that a standard ESN already performs very well in the 7 = 17 task.

Mackey-Glass, 7 = 30
method NRMSFEgy RMSEgy NRMSFE19 RMSFE199
standard ESN, 1IK+2K | 1.36 x 107! | 3.86 x 1072 | 2.17 x 107! | 6.14 x 102
standard ESN, 1K420K | 7.18 x 1072 | 2.05 x 1072 | 1.20 x 10! | 3.43 x 1072
D&S ESN, 1K+2K 311 x1072 [ 8.75x 1073 | 4.86 x 1072 | 1.37 x 1072
D&S ESN, 1K4+20K | 2.00 x 1072 | 5.64 x 1073 | 3.17 x 1072 | 8.91 x 1073

Table 5.4: NRMSE and RMSFE of the Mackey-Glass sequence with 7 = 30 and an ESN
setup as in table 5.3. Results are for different prediction horizons (84-step and
120-step prediction) and for different training length (training from 2000 (2K)
steps and 20000 (20K) steps, always with a washout time of 1000 (1K) steps).
The error was calculated from 100 independent runs.

For a comparison of the Mackey-Glass time series prediction to other techniques one has to
consider the work of Jaeger and Hass [2004], where it was shown that for the 7 = 17 task echo
state networks vastly outperform all other known methods. A bigger ESN with 1000 reservoir
neurons was trained in that paper and resulted in an NRM SFEgy of 6.309 x 10~°, compared to
a previously achievable accuracy of an NRM SEgy of 1.995 x 1072, Results from various other
techniques are summarized in Gers et al. [2001].

A comparison is more interesting for the 7 = 30 task. According to Jaeger and Hass [2004]
the best previous result was in Feldkamp et al. [1998], where a multilayer perceptron with output
feedback was trained with a refined version of backpropagation through time (extended Kalman
filter multi-stream training). They calculated a root mean square error (RMSE) for a 120 step
prediction and achieved an RM S FE19 of 0.04, which can be compared to the results of table 5.4
where an ESN with D&S readout achieved an RM S FE19¢ of 0.00891. When using bigger ESNs

with a setup as in table 5.3, but with 700 neurons and a refined version® as in Jaeger and Hass

5In the refined version ten independently created ESNs, 700 neurons each, were trained one after the other,
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Figure 5.8: NRM SFE development of the Mackey-Glass sequence with 7 = 30 for prediction
horizons up to 400 time steps, always calculated from 100 independent runs. An
ESN setup as presented in table 5.3 was used with and without a delay&sum
readout, the trainsize was 2000 (left plot) and 20000 (right plot) samples.

[2004], the error can be further reduced to an RM S E19 of 0.0072 for 2000 and an RM SE;9 of
0.00265 for 20000 training steps, which improves the result in Feldkamp et al. [1998] by a factor
of ~ 15.

but in simulation the outputs of all 10 networks were averaged. The ten networks got also the output feedback
from the averaged value.
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Figure 5.9: NRM SFE development of the Mackey-Glass sequence with 7 = 17 for prediction
horizons up to 400 time steps, calculated from 100 independent runs. The ESN
parameters are presented in table 5.3 and the network was trained from 2000

time steps.

The difference in performance with or without a delay&sum readout

is smaller as in the 7 = 30 task.
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5.3 Sparse Nonlinear System Identification

One very useful feature when using D&S ESNs without feedback is, that the system is inde-
pendent from a time-shift of the input signals. For instance the nonlinear systems y(n) =
z(n)x(n—1) and y(n) = x(n — 100)x(n — 101) really need the same complexity in the reservoir,
because the reservoir runs autonomous and a delay&sum readout simply learns the delay. Even
better, with the D&S readout it is also possible to learn systems which depend on different time
regions, as for example y(n) = z(n)x(n — 50)z(n — 100), without the need of very big reservoirs
for just modeling the time shifts. The examples of this section will show that an ESN with a
delay&sum readout is well suited for a sparse nonlinear system identification with long-term
dependencies.

Nonlinear systems can be classified in three types, as done for instance in Jaeger and Hass
[2004]. Two major classes, which are studied in this section, are Nonlinear Moving Average
(NMA) and Nonlinear Auto-Regressive Moving Average (NARMA) systems. In a NMA system
the output y(n) is a function of previous inputs x(n)

y(n) = f(z(n),z(n —1),z(n —2),...)

where f is a nonlinear system function. NARMA systems are more complex nonlinear dynamical
systems where the current output y(n) depends on the previous input and output history

yn)=flyin—=1),y(n—2),...,z(n),z(n—1),z(n —2),...).

A third class is the Nonlinear Auto-Regressive (NAR) system, for instance the Mackey-Glass
system from section 5.2. In a NAR system the output y(n) depends only on previous outputs

y(n) = fly(n —1),y(n = 2),...).

The first example is a modified version of the well known 10th-order NARMA system, which
was introduced in Atiya and Parlos [2000] in a comparison of various recurrent neural network
architectures and afterwards used in many papers about echo state networks, for instance in
Jaeger [2003]. In Atiya and Parlos [2000] the original system is given as

10

y(n) = 0.3y(n — 1) + 0.05y(n — 1) !Z y(n —1)
i=1

+ 1.5z(n — 10)z(n — 1) + 0.1

and here a modified version is used, where every delay in the system equation is multiplied by
a factor

10

y(n) =0.3y(n — 1) + 0.05y(n — ) [Z y(n —ir)
i=1

+ 1.52(n — 107)x(n — 7) + 0.1. (5.8)

For example by setting 7 = 10 this results in a sparse NARMA system of order 100.

The same ESN setup as in Jaeger [2003] was employed and is given in table 5.5. This system
was first driven with uniformly distributed white noise input between [0, 0.5] for a washout time
of 2000 time steps, then output weights and delays were calculated from the next 5000 steps.
Aftwards the trained model was simulated with a new random input signal and after discarding
initial values the test error was computed from 2000 time steps. It was also helpful to use an
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reservoir neurons 100

reservoir connectivity 0.05

spectral radius 0.8

input weights random between [—0.1,0.1]

reservoir activation function tanh
output activation function linear

simulation algorithm additional squared states as in section 2.4
delay&sum readout yes

reservoir neuron type standard neurons, no filter

additional input signal constant bias input signal of size 1

noise during training uniform noise between [—0.0001, 0.0001]
noise during testing no

Table 5.5: ESN setup for the sparse nonlinear system identification task.

additional bias input, because equation 5.8 has a constant offset of 0.1. The performance of an
ESN with and without a delay&sum readout, dependent on time lag 7, is shown in figure 5.10.

Additional squared state updates, as introduced in section 2.4, have usually boosted the
performance in nonlinear system identification tasks. First delays are estimated between reser-
voir states x(n), input u(n) and target output y(n), aftwards the correctly delayed signals are
squared and output weights are calculated in respect to the original and squared signals in the
same way as in section 2.4.

This task demonstrates mainly the possibilities of a delay&sum readout, without delays in the
readout the performance decreases very fast. Figure 5.10 shows also that for small 7 the simple
learning algorithm performs better than the EM-based learning algorithm. One problem with
the EM-based method is, that some higher delays are detected, which are obviously not correct.
However, on the other hand the performance stays approximately constant when increasing 7.
Filter neurons in the reservoir were not useful here. It is not really known why, but when using
filter neurons, the output usually drifted away from the target signal and the network became
unstable.

The best achieved performance in Atiya and Parlos [2000] was an N M S FE}.qn of 0.241° for
the original 10th-order system (7 = 1), which corresponds to an NRM SFE;qin ~ 0.49. Note
that they calculated the error directly form training and not from testing data as done here.
One can see that the result of a delay&sum ESN for a 100th-order system (7 = 10) is still better
than the best performance for the 10th-order system in Atiya and Parlos [2000] and when using
bigger reservoirs and more training data it is even possible to further reduce the test error.
An additional unpublished result with a recurrent neural network trained as in Feldkamp et al.
[1998] is mentioned in Jaeger [2003], which reached a slightly better precision” as the ESN setup
from table 5.5 for the 7 =1 task.

As a second example a less complex NMA system will be analyzed, which incorporates

S According to Jaeger [2003] the authors of Atiya and Parlos [2000] miscalculated the N M SFEirqin, because
they used a formula for zero-mean signals. In Jaeger [2003] the value was recalculated to NM SFE;rqin = 0.241,
which also agrees with the plots given in Atiya and Parlos [2000].

"The exact error value is not given in Jaeger [2003].
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Figure 5.10: NRMSFE development for a nonlinear system identification task of equa-
tion 5.8 for different time lags 7. Each simulation was repeated ten times,
mean and standard deviation for ESNs with a setup as in table 5.5 are plotted.
The figure shows the different error development for a ESN with and without
a delay&sum readout, using the simple and EM-based learning method.

information from different time regions. The system is given as

3 2 2
y(n) = (Z x(n — 2)) <Z x(n—1— Z)) <Z x(n — 21 — 2)) (5.9)

i=0 =0 =0

where parameter 7 is the time lag between the three groups in time. Note that it is also possible
to use a third-order volterra system for this identification task, however, it would need a very
big memory or special structures if 7 gets large.

Once more the setup from table 5.5 was used and the system was driven with uniformly
distributed white noise input between [0,0.5]. After a washout period of 2500 time steps the
network was trained from the next 5000 + 27 steps®. The trained model was then simulated
with a new random input signal and after discarding 100 + 27 initial values the test error was
computed from 2000 time steps. Figure 5.11 shows the error development dependent on time
lag 7 for different delay learning algorithms.

The interesting result is that as time lag 7 becomes bigger than 10 (which means a maxi-
mum delay of 22 steps in the system), the NRMSE of D&S ESNs approximately remains at
a value above 0.3, whereas the performance of standard ESNs further decreases. Figure 5.11
demonstrates also that the EM-based learning algorithm has a more constant performance and a
much smaller standard deviation in different simulations. However, it detects also higher delays
which are obviously not correct. An example plot of the delay distribution for 7 = 1000 can be
seen in figure 5.12.

The simulations from this section demonstrate, that especially for system identification tasks
the short term memory of ESNs, as defined in 2.5, can be vastly extended with a delay&sum

8Training size depends on 7 to be able to compare higher values of .
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Figure 5.11: NRMSFE development for a nonlinear system identification task of equa-
tion 5.9 for different time lags 7. Each simulation was repeated ten times,
mean and standard deviation for ESNs with a setup as in table 5.5 are plotted.
The figure shows the different error development for a ESN with and without
a delay&sum readout, using the simple and EM-based learning method. Note
that the x-axis is logarithmic.

readout. They suggest also a different view on the short term memory. In Jaeger [2002a] short
term memory is measured by training simple delays of the inputs, here the size of the dynamic
reservoir only determines how complex a modeled system might be, more or less independent
from delays of input or output feedback signals.
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Figure 5.12: Distribution of the learned delays for time lag 7 = 1000, left calculated with
the simple and right with the EM-based training algorithm. The maximum
delay in the system is 2002, whereas the EM-based algorithm also finds values
higher than that.
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Chapter 6

Audio Examples

This chapter presents real-world applications of echo state networks in the area of audio signal
processing and compares the performance to state-of-the-art alternative models. Nonlinear signal
processing with neural networks has already been investigated in Haykin [1996], Kung [1997],
Feldkamp and Puskorius [1998] or Uncini [2003]. Most of them used feedforward structures, but
some also tried to model more complex systems with recurrent neural networks or other very
special structures. Echo state networks could be seen as an unification of those investigations,
which are very powerful, can cope with all the studied tasks, and are most of the time much
easier to use.

Two signal processing examples are addressed in this section: nonlinear system identification

and time series forecasting. A third big area of applications would be classification (music
information retrieval, speech recognition, etc.), which is not studied in this work.
Section 6.1 presents an identification of a nonlinear tube amplifier and compares the results to
an identification with volterra series. Finally in section 6.2 various methods for audio prediction
are compared to an echo state network with filter neurons and a delay&sum readout. Especially
for real-world problems the delay&sum readout and also filter neurons show advantages.

6.1 Nonlinear System ldentification

Nonlinear system identification tasks are necessary in many applications in audio signal process-
ing. Always when distorsions or saturations are perceiveable, linear modeling is not sufficient
and nonlinear methods have to be applied. Usually volterra systems (Schetzen [1980]) were
used in literature for applications like modeling audio effects with nonlinear distortions (Helie
[2006]), nonlinear echo cancellation (Stenger and Rabenstein [1999]), loudspeaker linearization
using pre-distorsion (Schurer et al. [1995]), nonlinear beamforming (Knecht [1994]) or restoration
of nonlinearly distorted audio (Godsill and Rayner [1997]). In general also echo state networks
could be utilized for all those tasks, with the advantage that they are quite easy to use and
have a much lower computational complexity compared to higher order volterra systems with-
out special structures for complexity reduction. Furthermore it was demonstrated in Maass and
Sontag [2000], that neural networks with time delays are able to approximate all filters that can
be characterized by volterra series. This section presents a nonlinear system identification of a
tube amplifier as one example from the pool of possible applications.

With the introduction of digital methods in music reproduction the first major effort was to
eliminate a number of technical artifacts produced by traditional analog audio systems so far
(Schattschneider and Zoelzer [1999]). Nowadays it seems desirable to bring some nonlinearities

49
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of the old equipment back into the all digital processing systems, because of their perceptible
characteristic distorsions. Tube amplifiers are one example of nonlinear systems, which are
still used today because of the “warmth” and “dirt” of its sound. Volterra series were utilized
in literature to simulate tubes on digital computers (Helie [2006]), but usually only second
or third-order systems with special structures for complexity reduction performed acceptable.
Two different tubes, both implemented as open source digital audio plugins (LADSPA') and
frequently used in the linux audio community, are identified in this section and compared to an
identification with volterra systems?.

6.1.1 Measuring Nonlinear Systems

When measuring nonlinear systems on digital computers some special attention has to be paid
to aliasing. Due to the bandlimited nature of discrete-time signal processing, the most obvious
solution to the aliasing problem is oversampling (Schattschneider and Zoelzer [1999]), as illus-
trated in figure 6.1. In this case the input signal is first upsampled by a factor of L, using an
interpolation filter H1, then the nonlinear system of finite order n < L is applied and spreads the
spectrum of the oversampled input sequence by a factor n. After passing an anti-aliasing filter
Hs, which reduces the bandwidth back to the Nyquist frequency, downsampling by a factor L
finally leads to the output signal and only the harmonic components that fall inside the Nyquist
range remain. Using this procedure the echo state network and the volterra system will just
identify the bandlimited system without aliasing.

Nonlinear

xm—» AL P H >»{  Audic > H, B YL >y
Effect

Figure 6.1: Oversampling to avoid aliasing problems produces by a nonlinear device. The
input signal z(n) is upsampled by a factor of L, using an interpolation filter
Hj. Then the nonlinearity of finite order n < L is applied and finally an anti-
aliasing filter Hs, combined with downsampling by a factor of L, returns the
output signal y(n).

The next challenging task is to choose to right signals for the identification process, so that
the trained ESN or volterra system performs well on arbitrary audio inputs. In linear signal
processing usually impulses, swept sines, noise or maximum length sequences (see Mueller and
Massarani [2001] for an overview) are used, because they include all frequencies of interest.
However, in a nonlinear system identification all frequencies in all possible amplitudes should
be present in this training signal. One common solution is to generate a swept sine, where
the frequency slides over the area of interest and the amplitude is fixed. Afterwards the same
procedure is repeated for many amplitude levels (see for instance Moeller et al. [2002], Abel
and Berners [2006] and Schattschneider and Zoelzer [1999]). A second possibility is to use noise
bursts, which include all frequencies of interest, with amplitude sweeps over the whole range
(Moeller et al. [2002]).

'LADSPA: Linux Audio Developer’s Simple Plugin API, a cross-platform standard that allows software audio
processors and effects to be plugged into a wide range of audio synthesis and recording packages, see http:
//www.ladspa.org/.

20f course it would be better to identify and measure a real tube amplifier and not its digital simulation.
However, as always this is a question of available time.
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After some experiments it turned out, that the by far best generalization error could be achieved
with linear amplitude sweeps of Gaussian white noise, shaped with an additional low-pass filter?.
Such a signal is presented in figure 6.2. The filter might improve the performance, because also
real-world audio signals usually have a low-pass characteristic.

power spectral density probability density function

Power Spectrum (dB)

6 H H H H
%.0 0.2 0.4 0.6 0.8 1.0 -01.0 -0. 0.0
Frequency Amplitude
test signal timeseries

1.0 T T T
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-0.5F
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Figure 6.2: Input training signal for the nonlinear system identification task. It consists
of linear sweeps of Gaussian white noise, processed with an additional low-pass
filter. The first plot (from top left) shows the spectrum of the signal, then the
probability density function of amplitudes is presented and the third picture
illustrates the timeseries, with linear fades of 500 samples.

6.1.2 Identification Examples

In the first identification example the audio signal is a solo flute, discretized with a sampling
rate of 44100 Hz. It was upsampled by a factor L = 5, then processed by the “Valve Saturation”
LADSPA plugin (Harris [2002-]) and finally downsampled again by the same factor. The plugin
has two adjustable parameters, which were set to Distortion level = 0.8 and Distortion character
= 0.5. After analyzing the implementation, the system can be divided into a static nonlinearity
and a simple first order recursive linear filter. First the nonlinearity is applied to the input
signal z(n)

z(n) z(n) — g + 1 xz(n) #0, q#0 (6.1)

T 1) 1 eda’

3These signals worked much better than swept sines, for the ESN and the volterra system. It was also important
to use Gaussian noise, uniformly distributed noise performed much worse.
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where d and ¢ can be calculated from the plugin parameters and were set to ¢ = —0.198 and
d = 20.1. Afterwards z(n) is processed by a simple recursive filter producing the output y(n)

y(n) =0.999y(n — 1) + z(n) — z(n — 1). (6.2)

The second example is a more complex sound including many instruments and a singer, also
with a sampling rate of 44100 Hz. This signal was processed with an oversampling factor L = 10
by the “TAP TubeWarmth” LADSPA plugin (Szilagyi [2004-]), which also has two adjustable
parameters and they were set to Drive = 8§ and Tape—Tube Blend = 8.

In the plugin the input signal z(n) is again first processed by a static nonlinearity

2(n)=a <\/\ bi1 4+ x(n)(bi2 —x(n)) |+ 61,3> ) for x(n)>0

(6.3)
z(n) = —a <\/\ ba1 —z(n)(baa +z(n)) |+ bz,g) , for xz(n) <0
with the parameters
a = 0.53050757809152127
bip = 0.18958565330651478
bip = 2.8708286933869704
big = -0.43541434669348522
by1 = 16.946763852588951
by = 27.142380373840449
by = -4.1166447323747715
and afterwards a linear recursive filter is applied to get the output y(n)
0.1
n) = G (0l = 1)+ 2(0) = (0 - 1) (0.0

where f;, is the sampling rate of the audio signal.

6.1.3 System Setups and Results

For both experiments an ESN setup as presented in table 6.1 was used. The network was first
driven by 3000 samples of the training signal from figure 6.2 and afterwards output weights were
calculated from the next 5000 samples. Input, output target and the ESN output signal for
the first identification example are shown in figure 6.3 and the corresponding spectrogram in
figure 6.4. Results from the second identification example are illustrated in figure 6.5, where the
ESN output signal is compared to the target signal, and in figure 6.6, which shows the probability
density functions of audio input, target and ESN output signals. The generalization normalized
root mean square error (NRM SFE;.s), calculated from 100000 time steps, for networks with
and without a delay&sum readout and both identification examples are presented in table 6.2.

As a comparison the same two examples were also identified using a volterra system. A
third-order discrete time volterra series can be written (Schetzen [1980]) as

Ni—1 No—1 Na—1
y(n) = ho + Z hi(my)xz(n —mq) + Z Z ho(my, ma)x(n — my)x(n — ms)
m1=0 m1=0ma=0

N3—1 N3—1 N3—1 (65)

+ Z Z Z hs(mi,ma, ms)z(n —my)x(n — ma)x(n — ms)

m1=0mo=0m3=0
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reservoir neurons 100

reservoir connectivity 0.2

spectral radius 0.85

input weights random between [—4,4]

reservoir activation function tanh
output activation function linear

simulation algorithm additional squared states as in section 2.4
reservoir neuron type standard neurons, no filter

noise during training no

noise during testing no

Table 6.1: ESN setup for the tube amplifier identification task.

where Ny, Ny, N3 specify the memory depth of the volterra kernels hy, ho, hs and the lowest
generalization error was achieved with the parameters

N = 100
Ny = 40
Ny = 5.

The system was trained using a least squares approach (Schetzen [1980]) using 10000 samples
of the training signal from figure 6.2, afterwards it was driven by the audio signal and the
generalization error, calculated from 100000 samples, is presented in table 6.2. No special
techniques for complexity reduction (see for instance Schetzen [1980]) were applied and therefore
it was not possible to compute the audio output in reasonable time when using volterra systems
with a much bigger memory”.

Identification Example \ NRMSE,;.s; ESN | NRMSE,.ss D&S ESN \ NRMSE;.s Volterra

Valve Saturation (1) 0.1522 0.0997 0.1277
TAP Tube Warmth (2) 0.1594 0.1372 0.2353

Table 6.2: Performance of the nonlinear system identification task of two tube amplifiers.
First row shows test errors for the Valve Saturation LADSPA plugin (equations
6.1 and 6.2), second row for the TAP Tube Warmth plugin (equations 6.3 and
6.4), always calculated from 100000 samples of an audio signal. The system was
identified with a standard echo state network, a delay&sum echo state network
and a volterra system, using a training signal as shown in figure 6.2.

The performance of echo state networks was very constant, also when changing the system
parameters from table 6.1. In general it did not matter at all which exact values were chosen and
it was easy to get good results. Additional squared state updates from section 2.4 have usually
been helpful in nonlinear system identification tasks, as already demonstrated in section 5.3.
Moreover it is not clear why a delay&sum readout is able to boost the performance, because
both systems are only first order recursive linear filters (see equations 6.2 and 6.4) and don’t
require long-term dependencies.

All in all one can say that when using relatively small echo state networks the generalization

1For these settings it took approximately one and a half day to simulate 100000 audio samples on recent
hardware. In contrast to that, ESNs master this task in a few seconds.
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Figure 6.3: Audio input, target output and ESN output signal for the first identification
example using the Valve Saturation LADSPA plugin (equations 6.3 and 6.4).
The input signal is a flute sound with a small break at samples 45000 to 55000.
One can see that the nonlinear system produces an asymmetric output signal.

error in nonlinear system identification is comparable or lower as with volterra systems and
ESNs could be used for many applications where such tasks are required. Especially for higher
order systems, as the NARMA system of section 5.3, volterra series will soon have practical
limitations. Echo state networks are quite easy to use, robust against parameter changes and
have a much lower computational complexity than higher order volterra systems without special
structures for complexity reduction.
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Figure 6.4: Spectrogram of input, target output and ESN output signal for the first identi-
fication example using the Valve Saturation LADSPA plugin, see also figure 6.3
for the corresponding time series. The nonlinear system emphasizes some par-
tials and some are attenuated.
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Figure 6.5: Target output and ESN output signal for the second identification example
using the TAP TubeWarmth LADSPA plugin (equations 6.3 and 6.4). The
input signal is a more complex sound including many instruments and a singer,
plotted for 30000 time steps.
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Figure 6.6: Probability density functions of the audio input, target output and ESN out-
put signal for the second identification example using the TAP TubeWarmth
LADSPA plugin, averaged over 100000 samples (see also figure 6.5 for a part
of the time series). The audio input has approximately a Gaussian distribu-
tion, whereas after the nonlinearity the signals show a slant to the right, which
corresponds to a non-zero skewness.
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6.2 Nonlinear Audio Prediction

In audio prediction one tries to forecast future samples out of a given history horizon. Such
methods are necessary for instance in audio restoration, whenever a sequence of consecutive
samples is missing, when impulsive noise appears, or in the wireless transmission of digital
signals where short dropouts can occur. Common methods try to model missing data with an
autoregressive process (Godsill and Rayner [1997]), with the main drawback of a big model
order when filling long dropouts, or use several forms of statistical prediction (Vaseghi [1996]).
These linear models have advantages in implementation and interpretation, but they have serious
limitations in that they cannot capture nonlinear relationships in the data which are common
in many complex real-world problems (Uncini and Cocchi [2002]).

An alternative technique are pattern matching algorithms (see for instance Goodman et al.
[1986], Wasem et al. [1988] or Niedzwiecki and Cisowski [2001]), where a signal template, usually
just before the dropout, is compared to areas in the past of the audio signal (the search window).
Now the area within this search window with the highest similarity to the audio template is
selected and copied into the dropout region.

6.2.1 Algorithms and Audio Examples

In this section the prediction performance of echo state networks is compared to the work of
Ausserlechner [2006], who evaluated different dropout concealment techniques based on pattern
matching in subjective listening tests, and to a linear autoregressive model. Ausserlechner [2006]
assumed short dropouts with a length of 2 to 6 milliseconds in a wireless signal transmission,
therefore only past samples could be used to forecast the signal development. The exact number
and length of dropouts is shown in table 6.3. After each dropout, the signal is predicted for
further 200 samples and crossfaded with the original one to avoid discontinuities at the transition
points (see for instance figure 6.8 or 6.9).

Two different audio examples were considered, both with a duration of five seconds and a
sampling rate of 44100 Hz. The first one is a short recording of a jazz quartet and the second
an orchestra composition by Beethoven, a short extract of both is shown in figure 6.7.

| length (ms) | length (samples) | occurrences |

2 88 9
3 132 6
4 176 5
) 220 4
6 264 3

Table 6.3: Dropout distribution in listening test three from Ausserlechner [2006]. The
location was randomly chosen within an audio file with a duration of five seconds
and a sampling rate of 44100 Hz, resulting in two percentage of corrupted audio.

Ausserlechner [2006] evaluated the performance of three pattern matching algorithms. The
first one is based on waveform differences as defined in [Goodman et al., 1986, equation 6]
and will be called PatMat in the rest of this section. A second algorithm compares the zero
crossing rate (ZCR) of the audio template to areas in a search window and incorporates this
information to select optimal patterns, for a detailed description see [Ausserlechner, 2006, section
2.3]. It will be called ZCR in this comparison. Finally a third technique uses the YIN-algorithm
(de Cheveigné and Kawahara [2002]) for pitch detection, which consists of a combination of
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Figure 6.7: 10000 samples extract from two audio examples studied in Ausserlechner
[2006]. The first one is a jazz quartet, the second an orchestra composition by
Beethoven. Dropouts, generated from a distribution as presented in table 6.3,
are marked with dotted red lines.

the autocorrelation and the average magnitude difference function (AMDF), and this additional
knowledge is considered to detect optimal patterns (see [Ausserlechner, 2006, section 2.4]). Here
this algorithm is denoted as YIN.

Additionally to pattern matching algorithms, which use some form of expert knowledge to
detect optimal patterns, linear autoregressive models, as for instance described in Godsill and
Rayner [1997], were considered. In a linear autoregressive interpolation the current signal value
is represented as a weighted sum of P previous values

P

y(n) = Z y(n —i)a; + e(n) (6.6)

i=1

where P is called the model order, a; are the coefficients of a linear filter and e(n) is an additional
error term. The model order should be fixed to a value high enough, so that complex signals
can be represented, here P was set to P = 300. Furthermore no audio signal is truly stationary,
therefore it is necessary to train the model from a relatively short block of samples and a block
length of 3000 samples was found to be optimal. Finally filter coefficients a; are estimated with
a least squares approach from those 3000 samples, for more details see [Godsill and Rayner,
1997, section 3.3.1].

For both audio examples a standard echo state network and an ESN with filter neurons and
a delay&sum readout was trained, exact setups are presented in table 6.4 and table 6.5. The
training size is in general the most critical parameter in this task, because audio signals are
not stationary. Standard ESNs were first driven by 500 samples and afterwards output weights
were calculated from the next 1000 steps. For D&S ESNs it was possible to use a washout
time of 3000 samples and the readout was trained from the next 3000 time steps. Note that for
standard ESNs the error was lower if the same amount of noise was added in training and test-
ing, otherwise the output signal energy always decreased and the audible result was much worse.
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reservoir neurons 100

reservoir connectivity 0.2

spectral radius 0.98

output-feedback weights random between [—1,1]

reservoir activation function tanh

output activation function linear

delay&sum readout no

noise during training uniformly distributed between [—0.0001, 0.0001]
noise during testing uniformly distributed between [—0.0001,0.0001]
washout samples 500

training samples 1000

Table 6.4: Standard ESN setup for the audio prediction task. Note that noise is added
during training and testing.

reservoir neurons 100

reservoir connectivity 0.2

spectral radius 0.8

output-feedback weights random between [—0.5,0.5]

reservoir activation function tanh

output activation function linear

delay&sum readout yes, maximum delay was restricted to 1000 samples
reservoir neurons filter type band-pass

filter spacing logarithmically between 60 Hz and 11000 Hz
filter bandwidth 2 octaves

noise during training uniformly distributed between [—0.0002, 0.0002]
noise during testing no

washout samples 3000

training samples 3000

Table 6.5: Delay&Sum ESN setup for the audio prediction task. The sampling rate of the
audio signals was 44100Hz.

6.2.2 Evaluation

The performance of all algorithms was benchmarked by calculating the N RM SE between model
output and original signals only from data in the dropout regions and results for both audio
examples are presented in table 6.6. One can see that standard ESNs are not able to produce
good predictions, similar as in the multiple superimposed oscillations task from section 5.1,
even when using much bigger reservoirs or more training data. ESNs with filter neurons and
a delay&sum readout showed in general a slightly better performance than all other methods,
especially in the second audio example. Predictions from a delay&sum ESN, a standard ESN, a
linear autoregressive model and from the PatMat algorithm are shown in figure 6.8 and figure 6.9.

Unfortunately it was not possible in the scope of this thesis to make comparable subjective
listening tests as in Ausserlechner [2006], where 21 persons evaluated the quality of the three
pattern matching algorithms. However, the results there correspond more or less to the NRMSE
values from table 6.6. Test persons evaluated the PatMat algorithm in general better as ZCR
and YIN, especially in the first audio example (jazz quartet) PatMat outperformed the others,
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which can be also seen from table 6.6. In a quick personal listening test no major differences
were perceived between results of the PatMat, the autoregressive model and the delay&sum
ESN, whereas a standard ESN produced hearable annoying artifacts.

|

algorithm ‘ NRMSE example 1 (jazz) ‘ NRMSE example 2 (Beethoven) ‘

YIN 1.0126 1.1663

ZCR 0.9275 0.9232
PatMat 0.7336 0.8729
AR-model 0.6708 0.8492
delay&sum ESN 0.6010 0.5358
standard ESN 1.0851 1.4055

Table 6.6: NRMSE values calculated from the dropout regions of both audio examples.
For a description of the algorithms see text. Standard ESNs were not able to
produce good predictions, but ESNs with filter neurons and a delay&sum readout
showed in general a slightly better performance than all other methods.

Finally some general notes on the parameter selection for the audio prediction task are presented:

Training and washout size:

This is the most important parameter in this task, for ESNs and also the autoregressive
model. Audio signals are not stationary and therefore the training size should be relatively
small, when using too many samples for training the output becomes very smooth and high
frequencies are missing.

Filter parameters:

The range should contain all necessary frequencies important for the task. Logarithmically
spaced band-pass filters from 60 Hz to 11000 Hz with a bandwidth of 2 octaves were found
to be optimal.

Noise:

Adding a small noise term in the state update equation as regularization is necessary for
stability when ESNs are trained as generators. The amount of noise was chosen so that
no more unstable networks were produced in simulations.

Delay&Sum readout:

Delays were restricted to a maximum of 1000 samples, because the training size should
be kept small. The EM-based learning algorithm from section 4.4 performed a little bit
better as the simple method from section 4.3, both used the cross correlation for delay
estimation.

Spectral radius, feedback weights and reservoir connectivity:
In general the exact values of those system parameters did not matter and it was easy to
get good results.

This section evaluated the performance of echo state networks in a short-term prediction
task up to 300 samples, as it is necessary when dropouts in a wireless signal transmission occur.
It was shown that ESNs with a delay&sum readout and filter neurons are able to outperform
other techniques, which sometimes even use additional knowledge like pitch information or zero
crossing rates. Furthermore it would be especially interesting to implement a similar comparison
for long-term prediction tasks, as they are necessary in audio restoration, where a delay&sum
readout should be able to incorporate long-term dependencies and could give good results.
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Figure 6.8: Dropout number 7 of the first audio example (jazz quartet). The beginning
and ending is marked with dotted red lines, after the dropout the signal is
predicted for further 200 samples and crossfaded with the original one to avoid
discontinuities at the transition points. This figure presents results from a
delay&sum ESN, a standard ESN, a linear autoregressive model and from the
pattern matching algorithm PatMat. The original signal is plotted in gray, the
predicted signal in blue.
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discontinuities at the transition points. The original signal is plotted in gray,
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Chapter 7

Conclusion

This master thesis analyzed two enhancements of echo state networks: general IIR filter neurons
in the reservoir and a delay&sum readout. Both methods were able to significantly boost the
performance in some tasks, especially when using real-world, complex data. Simulations with
synthetic signals and audio samples demonstrated the usefulness of the developed techniques.

With filter neurons in the reservoir, see chapter 3, it is possible to model multiple attractors
with one single network. Real-world audio signals mostly consist of multiple sources, therefore
filter neurons are mandatory in tasks like nonlinear audio prediction (section 6.2). When using
filters, “specialized” neurons are tuned to different frequencies and more diverse echoes can
evolve in the reservoir because not all units are coupled.

The delay&sum readout, see chapter 4, adds trainable delays in the synaptic connections of
readout neurons and boosts the performance of ESNs in general. It vastly increases the short
term memory capability of echo state networks and is an efficient approach to handle long-
term dependencies. Simulations in chapter 5 showed that such a readout is especially useful
for sparse nonlinear system identification with long-term dependencies or chaotic timeseries

prediction tasks.

This work has demonstrated that echo state networks, or in general reservoir computing
techniques, could be used as an additional tool in many signal processing or classification ap-
plications, where nonlinear relationships are present in the data. Classical approaches for non-
linear signal processing consists in general of designing specific algorithms for specific problems,
whereas echo state networks with the proposed extensions can be trained and adapted to many
applications. The following section will give further practical hints on how to use such systems
and finally ideas for further research are presented in section 7.2.

7.1 Practical Hints

This section tries to give some practical hints, when and how one should use echo state networks
with a delay&sum readout and filter neurons. First suggestions for system identification tasks
are presented and afterwards some general tips for ESNs trained as generators are given. One
should also consider the tutorial [Jaeger, 2002b, chapter 9], which contains many useful hints
for standard echo state networks.

In nonlinear system identification tasks, where ESNs are utilized as nonlinear filters (see
simulations from sections 5.3 and 6.1), the following suggestions can be given:
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The bigger the networks, the more complex systems can be modelled. However, also the
training size should increase with network size.

No output feedback connections are necessary, therefore stability is ensured if the echo
state property from section 2.2 is fulfilled.

Additional squared state updates, as defined in section 2.4, are most of the time helpful
when identifying strong nonlinearities.

Filter neurons are usually counterproductive in identification tasks. The networks become
sometimes unstable.

A delay&sum readout is able to boost the network performance in most of the simulations,
even when no obvious long-term dependencies are present as for instance in the examples
of section 6.1. Mostly the EM-based learning algorithm (section 4.4), using the cross
correlation method for delay estimation, gives slightly better results as the simple training
algorithm (section 4.3), where the GCC method for delay estimation should be used. With
an EM-based algorithm the delays usually converge after two to five iterations.

In general it is not necessary to add a noise term v(n) in the state update equation 2.1
during training. Nevertheless, sometimes it is possible to improve the generalization per-
formance with a small v(n), because the output weights will become smaller.

An additional bias input signal can be helpful when signals with non-zero means are
considered.

All other parameters (spectral radius, input weights, connectivity of the reservoir, ...)
where not that important, often it did not matter at all which values were chosen and it
was easy to get good results. More detailed hints for those parameters can be found in
[Jaeger, 2002b, chapter 9.

Similar suggestions can be presented for tasks, where echo state networks are trained as

generators (see simulations from sections 5.1, 5.2 and 6.2):

Output feedbacks are mandatory, otherwise the network is not able to produce autonomous
patterns.

Echo state networks with output feedbacks can become unstable, therefore some kind of
regularization is necessary to keep the readout weights small, for instance Tikhonov regu-
larization (section 2.3.1) or adding a small noise term v(n) in the state update equation 2.1
during training. The amount of noise should be chosen so that no more unstable networks
are produced in simulations.

When trying to learn multiple attractors/oscillators with a single network, filter neurons
in the reservoir are mandatory. The frequency range, bandwidth and spacing of the used
filters should be adapted to the target signal, so that all important frequencies can be
represented. In general the filter bandwidth should not be too narrow, so that overlapping
regions exist in the reservoir (see for instance figure 3.2).

The bigger the reservoirs, the more independent attractors/oscillators can be modelled
with one single network.
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e A delay&sum readout was able to boost the network performance in all generator tasks
studied in this thesis. Most of the time the simple learning algorithm (section 4.3) and the
EM-based training (section 4.4) perform quite similar, both should use the cross correlation
method for delay estimation. With an EM-based algorithm and ESNs with output feedback
the delays won’t converge as fast as without feedback, but good results are achieved when
for instance performing ten EM iterations for delay calculation.

e An additional bias input is helpful when signals with non-zero means should be modelled.

7.2 ldeas for Future Work

Further research in the area of filter neurons and delay&sum readouts could go in the following
directions:

e It should be possible to improve the quite simple delay learning algorithms from chapter 4.
One way could be to use more advanced multipath time delay estimation methods, as for
instance outlined in Y.Huang et al. [2006].

e An online version of the delay learning algorithm should be developed. This could be
done with an EM-based approach similar to Frenkel and Feder [1999], or as in Duro and
Reyes [1999], where the backpropagation algorithm was extended for feedforward neural
networks with weights and delays in their synaptic connections.

e Adding delays in reservoir connections might be another possibility to improve the model-
ing power of ESNs. This feature is already implemented in the developed software library
(see appendix A), but was not further studied. Such delays could be fixed or pre-adapted
to a specific task with a similar method as in Bone et al. [2000] or Bone et al. [2002].

e All filter parameters could be automatically pre-adapted to a specific task, then no more
manual tuning would be necessary. This can be implemented with a method inspired by
intrinsic plasticity (IP), as presented in Verstraeten et al. [2007b], see also Lukosecicius
and Jaeger [2007] for an overview of various reservoir adaptation techniques.

e Further filter structures should be considered and analyzed.

Moreover the following audio signal processing tasks, which were not studied in this work
due to lack of time, would be interesting real-world examples:

e A similar comparison as in section 6.2 should be implemented for long-term audio predic-
tion tasks, as they are necessary for instance in audio restoration. The delay&sum readout
would be able to incorporate long-term dependencies and should give good results.

e With an adaptive delay learning algorithm the model would be well suited for nonlin-
ear echo cancellation (Stenger and Rabenstein [1999]) or beamforming (Knecht [1994])
applications, where a sparse system representation is possible.

e Many classification tasks in music information retrieval could benefit from reservoir com-
puting techniques. Some similar applications were already developed, for instance a com-
poser and instrument classification using the liquid state machine (Pape et al. [2007]),
some publications about speech recognition (for example Skowronski and Harris [2007] or
Verstraeten et al. [2005]) or melody generating ESNs (Jaeger and Eck [2008]).
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7. Conclusion

e Echo state networks could be used as audio and speech synthesizers. Preliminary exper-

iments of an ESN-based audio synthesis were already made with sine signals as inputs,
which were generated automatically by tracking the pitch and volume of a desired output
sound. Afterwards the network was trained with the generated sine as input to the de-
sired output samples. Echo state networks were able to add the other frequency and noise
components present in the target spectrum, according to the volume and frequency of the
input sine.

More complex sound modeling techniques could be implemented with hierarchical layers
of echo state networks, similar to Jaeger [2007b]. The different layers could run at multiple
rates, where each level adds more details to the signal. Such a hierarchical model would also
correspond to the structure of music itself, which is build out of information on different
time scales (samples, sample blocks, tones, phrases, musical form, et cetera).

The features of each layer could be extracted in an unsupervised way, as done in Jaeger
[2007b] where the relevant features are discovered automatically, or in a supervised manner
as shown in figure 7.1 (using for instance LPC, MFCC coefficients, pitch, spectral or
temporal features).

4 )

ESN < / Feature
Layer 3 Extraction 2
out
ESN < / Feature
) Layer 2 Extraction 1
in out
ESN < Target
) Layer 1 Audio Signal

\_ 4

Figure 7.1: Hierarchical ESN model with three layers and supervised feature extraction,
red lines and objects are used in training only (teacher forcing). In a top-down
flow of information each level runs at a faster rate and adds more details to the
signal. After training, control input values could be fed into an arbitrary layer,
using all lower levels as synthesizer.



Appendix A

aureservoir - Analog Reservoir Comput-
ing C++4 Library

Aureservoir is an open source (L-GPL) library for analog reservoir computing neural networks,
source code and documentation is located at the sourceforge project page http://aureservoir.
sourceforge.net/. Its main focus is on speed and a clear object oriented design, moreover it can
be integrated in various scientific online and offline computation environments, in standalone
programs, embedded systems et cetera. The library is free to use and no dependency on Matlab
or other license fees are required.

A.1 Library Design

Aureservoir was designed with the use of object oriented and generic programming design pat-
terns. Computation is possible with different floating point precisions (float, double, long double)
and all methods for initialization, training, simulation, reservoir adaptation, activation functions
and additional parameters are exchangeable at runtime. These algorithms are implemented as
function objects, therefore it is easy to add new ones by just deriving from the appropriate base
class. Furthermore a detailed doxygen' documentation was generated, which can be found at
the sourceforge project page.

The algorithms are extensively tested. A comprehensive unit test suite was developed, which
recalculates all algorithms in python and compares the results with the C++ implementation.
This is done with different random starting states and network parameters, to test many possible
combinations.

A.2 Performance

Special importance was given to performance, because the initial goal was to use the library
for realtime audio applications. A chooseable floating point precision, usually single precision
is sufficient for audio processing, speeds up the computation about a factor of two and uses
less memory compared to a double precision implementation. Furthermore benchmarks with
a number of sparse matrix computation libraries were executed in Holzmann [2007] to get the
most efficient available solution.

'Doxygen is a documentation generator for C4++ and many other languages. The project page is located at
http://www.doxygen.org.

67


http://aureservoir.sourceforge.net/
http://aureservoir.sourceforge.net/
http://www.doxygen.org

68 A. aureservoir - Analog Reservoir Computing C++ Library

The winner of this benchmark was a library called FLENS?, its design is presented in Lehn
[2008]. FLENS is mainly a nice C++ interface to BLAS? (BLAS [2008]) and LAPACK* (An-
derson et al. [1999]) with additional optimized sparse algorithms. It avoids virtual function calls
by building a class hierarchy with static polymorphism (curiously recurring template pattern -
Alexandrescu [2001]) and therefore achieves code reusability without sacrificing efficiency. Fur-
thermore high-level notation and operator overloading can be used without temporal objects,
allowed by a combination of closures (Stroustrup [1986]) and expression templates (Veldhuizen
[1995]), therefore FLENS is basically as fast as direct Fortran BLAS calls.

A.3 Current Features

All listed features are a subject of change and represent the status of the time of this writing.
So far bindings to python (NumPy/SciPy® - see Oliphant [2007] and Jones et al. [2001-]) and
initial bindings to Pure Data® are provided.

Implemented simulation algorithms:

e standard simulation algorithm as in Jaeger [2001]

e simulation algorithm with leaky integrator neurons from Jaeger et al. [2007Db]

e algorithm with bandpass style neurons as introduced in Wustlich and Siewert [2007]
e simulation algorithm with general IIR-filter neurons from chapter 3

e algorithm with IIR-filter before neurons nonlinearity

e ESNs with an delay&sum readout from chapter 4

e simulation algorithm with additional squared state updates as in Jaeger [2003]

Implemented training algorithms:

offline training algorithm using the pseudo inverse as in equation 2.3

training algorithm using the Wiener-Hopf solution from equation 2.4

algorithm with Tikhonov regularization as in equation 2.5

simple delay learning algorithm from section 4.3

EM-based delay learning algorithm from section 4.4

Miscellaneous:

2FLENS: Flexible Library for Efficient Numerical Solutions, project page at http://flens.sourceforge.
net/

SBLAS (Basic Linear Algebra Subprograms - BLAS [2008]) are highly optimized and tested matrix/vector
algorithms and are used as the building block of all main scientific computation packages.

YLAPACK (Linear Algebra Package - Anderson et al. [1999]) uses BLAS to calculate standard linear algebra
problems.

58¢iPy (Jones et al. [2001-]) is an open source library for scientific computation in python. The SciPy library
depends on NumPy (Oliphant [2007]), which provides convenient and fast N-dimensional array manipulation.

S Pure Data (aka PD) is a real-time graphical programming environment for audio, video, and graphical
processing. The community portal is located at http://puredata.info.
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e Gaussian-IP reservoir adaptation method for tanh neurons from Verstraeten et al. [2007b]

e ArrayESN class, where the output of multiple ESNs is averaged to boost the performance
as described in Jaeger and Hass [2004]

e learning algorithm with relaxation stages as introduced in the appendix of Jaeger and Hass
[2004]

e reservoir neurons with additional delays

All features are documented in detail at http://aureservoir.sourceforge.net and usage exam-
ples are included in the source package.
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